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Abstract

An important step in fingerprint recognition is the seg-
mentation of the region of interest. In this paper, we present
an enhanced approach for fingerprint segmentation based
on the response of eight oriented Gabor filters. The perfor-
mance of the algorithm has been evaluated in terms of deci-
sion error trade-off curves of an overall verification system.
Experimental results demonstrate the robustness of the pro-
posed method.

1 Introduction

Due to its permanence and uniqueness, fingerprints are
widely used in many personal identification systems. Fin-
gerprints are being increasingly used not only in forensic
environments, but also in a large number of civilian appli-
cations such as access control or on-line identification [1].

Fingerprint segmentation consists in the separation of the
fingerprint area (foreground) from the background [2]. This
is useful to avoid subsequent extraction of fingerprint fea-
tures in the background, which is a noisy area. Using a
global or local thresholding method for segmentation is not
very effective and more robust segmentation techniques are
commonly used. These techniques exploit the existence of
an oriented periodical pattern in the foreground, and a non-
oriented isotropic pattern in the background:

• The method described in [3] is based on the local cer-
tainty level of the orientation field, which is computed
using the intensity gradient of the image. Those 16×16
pixel blocks in which the certainty level is higher than
a given threshold are considered as foreground blocks.

• In [4] the average gradient on each block is computed,
which is expected to be high in the foreground (ridge-
valley variations) and low in the background.

• In [5], other parameters (gradient coherence, gray in-
tensity mean and variance) are also used in the seg-
mentation decision. A morphological postprocessing
is also performed in order to fill the remaining holes in

the foreground and/or in the background. This method
is very accurate but involves high computational bur-
den.

• The technique presented in [6] relies on the gradient
and results in lower computational burden. It computes
the gray level variance across the normal direction of
the orientation field, which is expected to be high in
presence of ridge-valley variation and low in the pres-
ence of noise. This method is implemented in other
fingerprint verification systems as well [7].

• The segmentation technique presented in [8] is based
on Gabor filters. It computes the response of eight ori-
ented Gabor filters to determine whether a block be-
longs to the foreground or to the background.

In [8], it is shown that when good quality images are con-
sidered, both gradient- and Gabor-based methods produce
similar results, but Gabor filter-based methods are faster
than gradient-based approaches. In the present work, an
enhanced Gabor filter-based approach is presented. Our
method obtains higher foreground size and considerably
lower size of the background region within the foreground,
thus recovering blocks with minutiae and valid not well de-
fined zones. The proposed method is evaluated in terms
of DET curves [9] using a fingerprint database of medium-
high image quality [10].

The standard Gabor filter-based segmentation strategy
from which we have built our enhanced method is sum-
marized in Sect. 2. The proposed method is described in
Sect. 3. The fingerprint recognition system used to evalu-
ate this method is described in Sect. 4. Experiments and
results are given in Sect. 5. Conclusions are finally drawn
in Sect. 6.

2 Gabor Filter-Based Segmentation

An even symmetric Gabor filter has the following gen-
eral form in the spatial domain [11]:
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Figure 1. Block diagram architecture of the automatic fingerprint verification system [7].

where xθ = x cos θ + y sin θ, and yθ = −x sin θ + y cos θ .

This filter consist of a Gaussian envelope (of parameters
σx and σy) modulated by a sinusoid of frequency f along
the direction of the xθ axis. The angle θ allows to rotate
the direction of the response. Since local ridge structures of
fingerprints can be modelled as oriented sinusoids along a
direction normal to the local ridge orientation [12], this filter
performs very well in segmenting oriented ridge zones and
noisy non-oriented background zones. The frequency f can
be set as the inverse of the average inter-ridge distance. The
value of θ is given by θk = π(k − 1)/m, k = 1, . . . ,m,
where m denotes the number of orientations (m = 8 in this
work).

For each image block of size W ×W centered at (X,Y),
with W even, we extract the magnitude Gabor feature [8]
as follows for k = 1, . . . ,m:

g(X, Y, θk,f,σx,σy) =

∣∣∣∣∣∣

(W/2)−1∑

x0=−W/2

(W/2)−1∑

y0=−W/2

I(X + x0, Y + y0)h(x0, y0,θk,f,σx,σy)

∣∣∣∣∣∣

where I(x, y) denotes the gray level of the pixel (x, y).
As a result, we obtain m Gabor features for each W ×W

block of the image. In blocks with ridge pattern, the values
of one or several Gabor features will be higher than the oth-
ers (those values whose filter angle is similar to the ridge
angle of the block). Alternatively, for noisy non-oriented
background blocks, the m values of the Gabor features will
be similar. Therefore, the standard deviation G of the m Ga-
bor features allows to segment foreground and background.
If G is less than a given threshold, the block is labelled as
background block, otherwise the block is labelled as fore-
ground block.

This technique has the following drawbacks: (i) loss of
precision occurs in the borders of the region of interest or
in low contrast regions; and (ii) some valid regions which
may contain important minutiae information are lost within
the foreground.

The first problem can be solved as follows. A tolerance
box is located around borders of the region of interest to
discard minutiae found in this area, as they are not stable for
recognition. The second problem is important since most
fingerprint systems use these minutiae for recognition, so
missing any of them has to be completely avoided.

3 The Proposed Segmentation Method

As mentioned above, the standard Gabor filter-based
segmentation approach presents some problems. With the
aim of coping with these problems, three modifications
to the standard Gabor filter-based approach are proposed,
namely: (i) overlapping blocks, (ii) ridge frequency com-
putation, and (iii) heuristic constraints.

3.1 Overlapping Blocks

In our approach, we use blocks of size W × W with
an overlapping of W/2 pixels. As a result, we obtain 4
different Gabor features for each W/2 ×W/2 block of the
image, which are then averaged (mean rule).

3.2 Ridge Frequency Computation

In the present work, we propose to estimate the local fre-
quency field of the fingerprint and to use these estimated
values as Gabor filter parameters, instead of considering the
frequency as a constant value. The algorithm used to esti-
mate the ridge frequency is described in [12].

3.3 Heuristic Constraints

In our approach, some additional heuristic constraints
have been imposed in order to discard those blocks not suit-
able for the frequency estimation algorithm (i.e. whose x-
signature [12] does not form a sinusoidal-shaped wave, such
as background blocks or blocks where minutiae or singu-
lar points appear): (i) blocks with luminosity lower than
a given threshold in most of its x-signature points are dis-
carded; (ii) the total number of peaks (maxima) plus valleys
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Figure 2. Sample images of the ATVS database

(minima) in the sinusoid represented by the x-signature has
to be 3 or more; and (iii) the luminosity value of all peaks
(maxima) of the x-signature has to be higher than a given
threshold.

4 Fingerprint Recognition System

The architecture of the automatic fingerprint recognition
system used in the experiments is shown in Fig. 1. It can
be divided in four phases [7]: (i) fingerprint image acquisi-
tion; (ii) image enhancement process; (iii) feature extrac-
tion from the enhanced image; and (iv) pattern matching
process.

4.1 Image enhancement

The aim of this stage is to provide a high-quality im-
age. Image imperfections may degrade the recognition sys-
tem performance, making this image enhancement proce-
dure necessary.

Regarding our system, the complete sequence of stages
for image enhancement is: (i) normalization; (ii) calcula-
tion of the orientation field; (iii) region of interest extrac-
tion; (iv) ridge extraction; and (v) ridge profiling. Details
of each stage are explained in [7]. In order to compute the
region of interest, we use the algorithms proposed in this
paper.

4.2 Feature extraction

The sequence of processes to generate a reliable biomet-
ric pattern is [7, 13]: (i) thinning of the reconstructed binary
ridge structure achieved after image enhancement; (ii) re-
moval of all structure imperfections from the thinned image,
and (iii) minutiae extraction.

4.3 Pattern recognition

Given two biometric patterns, namely query and enrolled
patterns, the verification process is aimed to determining
whether these fingerprint patterns have been produced by
the same finger or not. The two patterns are aligned before

fingerprint matching [7, 3]. Then, a score is defined to mea-
sure the similarity (edit distance) between the two patterns.
The elastic technique used permits certain adaptive spatial
tolerance margin to compensate for the nonlinear elastic de-
formations [7, 3, 13].

5 Experiments

5.1 ATVS Database

The 100SC Precise Biometrics scanner has been used to
acquire a fingerprint database (ATVS database) [10]. It con-
sists of 50 users, with 8 samples of the same finger per user,
producing 500 dpi images of 300× 300 pixels. As a result,
50×8 = 400 different fingerprint images are available. Ac-
quisition process was manually supervised to ensure that all
images have a minimum quality. In Figure 2 we can see
some images of this database.

5.2 Alternatives Tested

In order to evaluate the contributions made in this paper
to Gabor filter-based segmentation (i.e., overlapping blocks
and ridge frequency estimation with heuristic constraints),
the next alternatives have been tested: (1) using the standard
segmentation algorithm described in Sect. 2; and (2) using
the enhanced segmentation algorithm proposed in Sect. 3.

5.3 Experimental Results

Segmentation is based on thresholding the standard de-
viation G of the m Gabor features (Sect. 2). In this section,
we present some experiments varying this threshold.

Verification tests have been performed as follows: (i) the
first sample of each finger is matched with the remaining 7
samples, resulting in 7 × 50 = 350 genuine accesses; and
(ii) the first sample of each finger is matched with 7 ran-
domly chosen samples of the remaining fingers, resulting in
7× 50 = 350 impostor accesses.

The parameters used in the experiments are: 1/f = 7
(average inter-ridge distance in 500 dpi fingerprint images),
σx = σy = 4, m = 8 filters, and W = 16 pixels.
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(a) Standard deviation G (black
color means zero value and white
color means the maximum value)

(b) T =100 (c) T =200 (d) T =300

Figure 3. Standard deviation G of the m Gabor features and resulting segmented area of the im-
age shown in Fig. 2(a) using the standard segmentation algorithm for each of the segmentation
thresholds.

(a) Standard deviation G (black
color means zero value and white
color means the maximum value)

(b) T =100 (c) T =200 (d) T =300

Figure 4. Standard deviation G of the m Gabor features and resulting segmented area of the image
shown in Fig. 2(a) using the enhanced segmentation algorithm proposed for each of the segmentation
thresholds.
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Figure 5. Verification performance of our minutiae-based fingerprint system on ATVS database using
the standard (a) and proposed (b) segmentation algorithms for increasing segmentation threshold T

In Fig. 5, DET curves for each alternative indicated in
Sect. 5.2 are shown varying the segmentation threshold T .

In Figs. 3-4 we can see the resulting segmented area of
the image shown in Fig. 2(a) for each of the alternatives and
the thresholds shown in Fig. 5. Standard deviation G is also
depicted.

Using the standard segmentation algorithm, valid regions
are lost within the foreground (Fig. 3(b),3(c),3(d)). Using
the proposed method, the number of lost regions are con-
siderably lower (Fig. 4(b),4(c),4(d)). Moreover, when con-
sidering high quality images, this number tends to zero.

From Fig. 5, we can conclude that the proposed algo-
rithm increases the robustness of our system since there is
a wider range of segmentation thresholds where error rates
remain almost constant. Using the standard segmentation
algorithm dramatically increases FAR and FRR as we in-
crease the segmentation threshold (Fig. 5(a)). Higher ro-
bustness is achieved with the enhanced segmentation algo-
rithm, as DET curves in Fig. 5(b) are more concentrated.
In addition, our enhanced algorithm produces lower error at
low FRR.

6 Conclusions and Future Work

We have presented an enhanced Gabor filter-based fin-
gerprint segmentation method which includes block over-
lapping and ridge frequency computation. This new ap-
proach overcome the problem of loss of valid regions within
the foreground. The proposed overlap-based approach takes
into account the presence of ridge pattern in the neighbor-

hood of the block under consideration, resulting in a correct
segmentation decision for those valid blocks with minutiae.

The performance of the proposed and existing algo-
rithms have been evaluated in terms of DET curves using a
database with medium-high quality fingerprint images. Ex-
perimental results show that the proposed enhanced algo-
rithm provides higher robustness to the overall verification
system.

Our future work is oriented to evaluate the performance
of our system with fingerprint image sets of different qual-
ity.
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