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Abstract

A brute force attack using synthetically generated hand-
written signatures is performed against a HMM-based sig-
nature recognition system. The generation algorithm of syn-
thetic signatures is based on the spectral analysis of the
trajectory functions and has proven to produce very real-
istic results. The experiments are carried out by attacking
real signature models from the MCYT database (which com-
prises 8,250 signature samples from 330 users). Results
show that such an attack is feasible, thus arising the ne-
cessity of introducing countermeasures against this type of
vulnerability in real applications.

1 Introduction

Due to the advantages that biometric security systems
present over traditional security approaches [9], they are
currently being introduced in many applications, including:
access control, sensitive data protection, on-line tracking
systems, etc. However, in spite of these advantages they
are not free from external attacks which can decrease their
level of security. Thus, it is of utmost importance to analyze
the vulnerabilities of biometric systems [6, 8, 14], in order
to find their limitations and to develop useful countermea-
sures for foreseeable attacks.
From all the possible vulnerability threats that biometric

systems might present, one of them, which arises from their
inherent probabilistic nature, is common to all automatic
recognition systems: there is always a certain probability of
accessing the system with a different biometric trait to that
of the genuine user. This probability, which is represented
by the False Acceptance Rate (FAR) at each operating point,
is the origin of the so called brute force attacks [11]. This
type of attacks try to take advantage of this security breach
by presenting to the system successive biometric samples
until one of them obtains a positive answer from the system.
Apart from possible countermeasures that could be in-

cluded in recognition systems, such as limiting the number

of consecutive access attempts, the main drawback of brute
force attacks is the great amount of biometric data neces-
sary for the attack to be carried out (e.g., in a signature
recognition system operating at a point with FAR=0.01%,
the attacker would need to have, in average, a database com-
prising 10,000 different signatures to carry out a successful
brute force attack). Such a big quantity of biometric sam-
ples is not easy to obtain, which has led in many cases to
not consider this type of attacks as a realistic danger to the
security level of the system.
However, in the past few years, several works have pre-

sented different algorithms to generate synthetic biometric
traits such as fingerprints [1], iris [15], voice [4], signature
[3, 7, 13] or handwriting [10]. In many cases, these synthet-
ically generated traits have proven to present, when used in
automatic recognition systems, a very similar performance
to that of the real ones [2]. In addition, synthetic databases
have the clear advantage over real datasets of presenting a
nearly effort-free generation process in comparison to the
time-consuming and complicated process of real acquisition
campaigns. All these characteristics make synthetic sam-
ples very useful tools for the performance evaluation of bio-
metric systems. However, at the same time they turn brute
force attacks into a feasible security threat as they might be
used to overcome the lack of biometric data by an eventual
attacker.
In the present work we present an evaluation of an on-

line signature verification system against a brute force at-
tack carried out with synthetically generated handwritten
signatures. The signatures are generated according to the
algorithm presented in [7], which is based on the modeling
of the trajectory functions in the frequency domain. Com-
parative results between a brute force attack carried out with
real and synthetic signatures are given, proving the feasibil-
ity of executing such an attack with artificial samples.
The rest of the paper is structured as follows. An

overview of the algorithm used to generate the synthetic sig-
natures is given in Sect. 2. The protocol followed in the ex-
periments, together with the results obtained are presented
in Sect. 3. Conclusions are finally drawn in Sect. 4.
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Figure 1. Synthetic signatures produced with the described generation algorithm. Three samples
of five different synthetic signers are shown together with the time signals x(t), y(t), and p(t) corre-
sponding to the first sample.

2 Generating synthetic signatures

In the present contribution we will con-
sider that on-line handwritten signatures
are described by three time sequences,
namely: i) the two trajectory functions x and y defin-
ing respectively the horizontal and vertical movement
of the signing process, and ii) the pressure function p
that represents the pressure exerted by the signer at each
sampled point. Other dynamic information such as the
azimuth or elevation angles of the writing pen will not be
taken into account.
The synthetic signatures used in the experiments are

generated following the algorithm described in [7]. This
method follows three steps in order to generate realistic sig-
natures starting from white noise:

• Step 1. A parametrical model in the frequency do-
main is used to colour white noise and create the syn-
thetic Discrete Fourier Transform (DFT) of the tra-
jectory signals x and y. The parameters that define

the model are: i) time duration, ii) number of low-
frequency high-energy coefficients (i.e., number of co-
efficients whose energy exceeds a given threshold), iii)
magnitude of these relevant coefficients, iv) magnitude
of the remaining DFT coefficients (high-frequency and
low-energy).

• Step 2. The Inverse Discrete Fourier
Transform (IDFT) is computed and
the resulting trajectory signals are
processed in the time domain in order to give the
synthetic signatures a more realistic appearance. This
processing stage consists of: i) smoothing of the
signals, ii) giving the x signal a growing behaviour (as
is the case in most left to right written signatures), iii)
adding an artificial round-like flourish at the end of
some signatures, iv) translation, rotation and scaling
transformations.

• Step 3. The pressure function of the signature is gen-
erated according to the coordinate signals previously
created. The penups of the signal are located close to
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Figure 2. FRR (dashed curves), FAR with real impostors (dashed doted curves), and FAR with syn-
thetic impostors (solid curves), for all the configurations of the system used (with and without con-
sidering the pressure function, and for 5 and 20 training signatures). The vertical doted lines corre-
spond to the operating points with FAR (real impostors) of 0.5%, 0.05%, and 0.01%.

maxima/minima of the y function (as happens in most
cases in real signatures) and undesired effects are sup-
pressed (e.g., too long or too short penups, penups at
the start or the end of the signature, etc.) The pressure
signals are finally quantized to 1024 levels.

Once the three dynamic sequences (x, y, and p) have
been created, different samples of that master-signature are
generated modelling the user intravariability, both intrases-
sion and intersession. The process for generating multiple
samples includes: i) scaling the three functions, ii) length
expansion or contraction, and iii) addition of smoothed
white noise to the trajectory sequences.

In Fig. 1 some examples of synthetic signatures gener-
ated following the described algorithm are shown.

3 Experiments

3.1 Experimental Protocol

The experiments were carried out on the publicly avail-
able MCYT database [12] (comprising 8,250 real signatures
samples from 330 different signers). Real signature models
constructed from MCYT were attacked with a synthetically
generated database following the same structure as MCYT
(330 signatures × 25 samples per signature). The attacked
models were constructed using the HMM-based recognition
system described in [5] using a configuration of 12 left-to-
right HMM states and mixtures of 4 Gaussians per state.
The evaluation was carried out in four different conditions:
with and without considering the pressure function, and for
5 and 20 training signatures.
A brute force attack is successful when, after a certain

number of attempts, the attacker is able to enter the sys-

133



FAR real impostors (in %) 0.5 0.05 0.01

No Pressure
5 Tr. 0.04 0.001 NA

20 Tr. 0.02 NA NA

Pressure
5 Tr. 0.1 0.006 0.001

20 Tr. 0.05 0.002 NA

Table 1. Success Rates (SRs) of the brute force attacks carried out with synthetic signatures at three
different operating points of the system being attacked (decision threshold corresponding to FAR
against real impostors = 0.5%, 0.05%, and 0.01%). NA means that none of the impostor matchings
performed during the brute force attack broke the system.

tem using a different signature to that of the genuine user.
Thus, the Success Rate (SR) of a brute force attack can be
defined as 1/N (where N is the mean number of attempts
necessary to access the system), which coincides with the
False Acceptance Rate (FAR) of the system. For this reason
the FAR of the evaluated system was computed under two
different working scenarios:

• Normal operation mode. In this scenario both enroll-
ment and test are performed with real signatures (i.e.,
only the MCYT database is considered). The results
obtained in this scenario are used as reference. In order
to compute the genuine and impostor sets of scores, the
MCYT database was divided into training and test sets,
where the training set comprises either 5 or 20 genuine
signatures of each user (used to train the system), and
the test set consists of the remaining samples, thus re-
sulting in 330× 20 or 330× 5 genuine scores. Impos-
tor scores are obtained using one signature of each of
the remaining users (i.e., 330 × 329 impostor scores).
These sets of scores are used to compute the FAR (real
impostors) and FRR (False Rejection Rate) of the sys-
tem.

• Brute force attack with synthetic signatures. In
this case only impostor scores are computed, match-
ing the trained models of real users with all the syn-
thetic signatures generated. This results in a set of
330 × 330 × 25 impostor scores, which are used to
compute the FAR curve of the system when using syn-
thetic signatures.

3.2 Results

In Fig. 2 we show the FRR (dashed curve), the FAR with
real impostors (dash-doted curve) for the four configura-
tions considered (i.e., with and without taking the pressure
function into account, and for 5 and 20 training signatures)

in the normal operation mode, and the FAR (solid curve)
for the brute force attack using synthetic signatures. We
can observe that both FAR curves (using real and synthetic
signatures) present a very similar behaviour in all the range
of scores.
Worth noting, the FAR curve obtained with the synthetic

signatures is below the FAR curve for the normal operation
mode of the system for all the operating points. This means
that, as expected, the system distinguishes better between
real and synthetic signatures, than in the case of considering
only real signatures. However the values of both curves are
quite close, proving this way the feasibility of using synthet-
ically generated signatures to carry out this type of attack.
In Table 1 we show the quantitative results for the three

operating points highlighted in Fig. 2 with vertical doted
lines which correspond to FARs (i.e., using real impostors)
of 0.5%, 0.05%, and 0.01% under the normal operation
mode. We can observe that the difference in the Success
Rates (SRs) between both attacks (i.e., with real and syn-
thetic signatures) is around one order of magnitude. In-
terestingly, this difference is lower when we take into ac-
count the pressure function, which means that this infor-
mation makes synthetic signatures have a more realistic ap-
pearance, so that the system has a greater difficulty in dis-
tinguishing between them and real signatures.

4 Conclusions

In this contribution we have presented an evaluation of
a handwritten signature recognition system against a brute
force attack carried out with synthetically generated signa-
tures. The artificial signatures were created colouring white
noise with a parametrical model of the DFTs of the trajec-
tory functions. The experiments were carried out by at-
tacking real signature models obtained with a HMM-based
recognition system with synthetic signatures. The results
show the feasibility of such a brute force attack using syn-
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thetic samples.
These results stress the importance of considering this

type of vulnerability when designing practical biometric se-
curity applications and encourage us to further study effec-
tive countermeasures to prevent this type of attacks.
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