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Abstract. We explore the importance of gender and ethnic attributes in the
decision-making of face recognition technologies. Our work is in part motivated
by the new European regulation for personal data protection, which forces data
controllers to avoid discriminative hazards while managing sensitive data like
biometric data. The experiments in this paper are aimed to study what extent
sensitive data like gender or ethnic origin attributes are present in the most
common face recognition networks. For this, our experiments include two
popular pre-trained networks: VGGFace and Resnet50. Both pre-trained models
are able to classify gender and ethnicity easily (over 95% of performance) even
suppressing 80% of the neurons in their embedding layers. The experimentation
is conducted on a publicly available database known as Labeled Faces in the
Wild with more than 13000 images of faces with a huge range of poses, ages,
races and nationalities.
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1 Introduction

Face recognitions systems have become popular due to good performance in human
recognition, which has led this technology to take on a leading role in the last years. For
example, common devices such as smartphones or laptops are applying face recognition
for authentication and verification improving traditional recognition technologies based
on passwords or swipe patterns. Advanced video surveillance also apply face recog-
nition for continuous monitoring or intrusion detection with good results [1, 2]. Addi-
tionally, various applications of face recognition are beyond identity management. The
capacity to collect personal data has given advertisers the possibility to individualize
marketing campaigns [3]. User profiling based on face images is a technology that
brings the opportunity to collect gender, age and ethnicity from a picture of the face.

The performance of face recognition technology has been boosted by deep convo-
lutional neuronal networks that have drastically reduced the error rates in the last decade
[4]. These developments have resulted in a large variety of networks available for the
research community and industry. Among the most popular stand out VGGFace [5],
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Resnet50 [6] and FaceNet [7]. These neuronal networks architectures are able to identify
people with a face image with more than 97% of accuracy in the public dataset Labeled
Face in the Wild [8], furthermore the pre-trained models (both architecture and weights)
of these networks are totally available and the use of them by research groups and
commercial applications is growing continuously. As example of the impact of these
pre-trained models, VGGFace, Resnet50 and FaceNet references [5–7] have achieved
more than 12900 citations during the last 3 years according to Google Scholar.

A face image reveals information not only about who we are but also about what
we are. During last decade, researchers have proposed to exploit auxiliary data of the
users to improve face recognition [9, 10]. Most of these auxiliary data, such as gender,
ethnicity, age and behavior among others, can be easily inferred from a face picture.
These auxiliary data are known as soft biometrics, which refer to those biometrics that
can distinguish different groups of people but do not provide enough information to
uniquely identify a person. Those attributes can be extracted with high accuracy (over
95%) using just one face picture [11].

Biometric technology and privacy of users have been confronting each other for a
long time [12]. There is a never-ending trade-off between security of citizens and their
privacy. Citizens and governments around the world are very conscious about data
protection and personal information on the Big Data era. As a prove of this, in April
2016 the European Parliament adopted a set of laws aimed to regularize the collection,
storage and use of personal information, the General Data Protection Regulation
(GDPR) [13]. Biometric data is defined as sensitive data in this new GDPR due to its
capacity to “uniquely identifying a natural person”. This regulation is a step forward
with respect to previous national and European laws and establishes the foundations of
what anyone can do with data in this new era. Is biometric technology complying with
this new regulation? According to paragraph 71 of GDPR, data controllers who process
sensitive data have to “implement appropriate technical and organizational mea-
sures…” that “…prevent, inter alia, discriminatory effects”. The discrimination is the
unjust or prejudicial treatment of different categories of people, especially on the
grounds of race, age, religion or gender. According to this definition, face images belong
to this group of sensitive data regulated by the GDPR [14]. Facial attributes revealing the
gender, age or ethnic have the potential to discriminate citizens based on the group to
which that person belongs. It is important to note that we do not argue that face
technology is discriminatory but rather, the hazard exists in case of unethical usages.

The aim of this paper is to study to what extent discriminative attributes such as
gender or race can be obtained from feature vectors generated by state-of-the-art face
recognition algorithms. This information is part of the decision making of any appli-
cation based on these algorithms even if we use high-dimensional feature spaces
trained for a different task. Our experiments include two popular pre-trained models:
VGGFace and Resnet50. These models are able to classify gender and race easily with
high performance (up to 95%) just adding a classification layer to the pre-trained
model. Furthermore, suppressing most of the features from the features vector, they still
classify gender and race quite well, showing the discriminative power of these attri-
butes in VGGFace and Resnet50 pre-trained models. For our experiments, we use face
images from the publicly available database LFW (Labeled Faces in the Wild). This
database comprises over 13000 face images with high variety of races, poses, ages and
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nationalities. We have chosen LFW database because many state-of-the-art face
recognition algorithms use it as a benchmark for comparisons.

The rest of this paper is organized as follows: Sect. 2 explains the method proposed
to achieve our goals. Section 3 describes the database and the experimental protocol.
Section 4 presents the results and Sect. 5 summarizes the conclusions.

2 Proposed Method

Our objective is to measure to what extent gender and ethnicity information is present
in the feature vectors generated by two of the most popular state-of-the-art face
recognition models: VGGFace and Resnet50. To do this, we will follow two
approaches:

Fixed Classification: we employ the pre-trained models to extract the feature vector
from each face image by removing the last classification layer from both models [5].
Then, we add a fully connected layer and train this layer in order to classify attributes.
Finally, we will gradually suppress the most relevant features from the embedding layer
(i.e., the layer that extracts the feature vectors) and test the networks for attribute
classification and for identity verification as well. The idea is to test whether it is
possible to keep a high performance in the verification task while suppressing the
embedding features related to gender or ethnicity.

Retrained Classification: the second approach studies what happens if we retrain the
attribute classification layer after the suppression of these embedding features. To do
this, in each iteration we suppress features and retrain the attribute classification layer
using the remaining features.

3 Experiments

3.1 Database

The experiments are conducted in the LFW database (Labeled Faced in the Wild) [8].
LFW is one of the most popular datasets used in face recognition with more than 13000
face images of famous people collected from the web. We have used the aligned dataset
where each image was aligned with funneling techniques [15] and labeled according to
the gender, age and ethnicity among others (see [16] for details). The database was split
into training and test set according to the “View 1” protocol [8]. This protocol employs
up to 4038 face images for training and 1711 for testing. The database is highly biased,
the statistics related to gender and ethnicity attributes are summarized in Table 1. We
can observe that both gender and ethnicity distributions are unbalanced, as most of the
images belong to Caucasian male. An unbalanced dataset could yield a drop of per-
formance for classes with less samples, but as we will see in the next section the
performance is stable across classes despite of the unbalanced dataset. We have decided
to use the public protocol in order to allow a fair comparison with existing benchmarks.
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3.2 Face Recognition Pre-trained Models

We use two popular CNNs which have recently achieved some of the best state-of-the-
art performance in face recognition tasks: VGGFace, proposed in [5], and ResNet50,
proposed in [6].

VGGFace is a CNN with a VGG16 architecture (see [5] for details) trained from
scratch with a dataset that contains more than 2,6 million images of 2622 celebrities
(different from LFW). The architecture comprises 8 blocks of convolutional layers
followed by activation layers like ReLU or maxpooling, and 3 blocks of fully con-
nected layers with ReLU activations. VGGFace has an overall of 145,002,878
parameters split in 16 trainable layers (convolutional and fully connected layers). The
results obtained testing VGGFace for verification with LFW and YFD (Youtube Face
Dataset) datasets were 97.27% and 92.8% of accuracy respectively.

ResNet50 is another CNN based on Residual Neuronal Network architecture. This
network is inspired in VGG nets, but with fewer filters and lower complexity. The key
of this network is to insert shortcut connections among blocks which turn the network
into a residual network version. ResNet50 has a total of 41,192,951 parameters split in
34 residual layers for training. In [17], they trained from scratch a ResNet50 network
with VGGface2 dataset. VGGface2 contains up to 3,331 million images of 9,321
subjects and was collected with a huge range of pose, age and ethnicity. This Resnet50
model is aimed to improve the recognition performance over age and pose, achieving
98.0% of accuracy in verification testing with the IJB-A dataset [18] according to [17].

3.3 Experimental Protocol

We employ the pre-trained models of VGGFace and ResNet50 provided in [19]. These
model were tested using the “unrestricted” and “outside training data” protocols
proposed in [8], due to both pre-trained models were trained with other databases,
namely: [5] for VGGFace, and VGGFace2 [17] for Resnet50 respectively. The protocol
includes 6000 one-to-one comparisons composed by 3000 genuine pairs (pairs of
images from the same person) and 3000 impostor pairs (pairs of images belonging to
different persons).

Identity Verification: The feature vectors for each face image are extracted removing
the last classification layer from both models. The number of features extracted is
L ¼ 4096 and L ¼ 2048 for VGGFace and ResNet50 respectively. The distance
between two face embeddings is obtained as the L2-distance for one-to-one compar-
isons in the verification task.

Table 1. Distribution of gender and ethnicity in the considered LFW dataset.

Gender (male) Ethnicity (Caucasian/Black/Asian)

Train 74.2% 79.8%/6.3%/13.9%
Test 74.4% 81.5%/6.2%/12.3%
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VGGFace achieves 92.3% of verification accuracy and Resnet50 84.1%. Note that
performance on VGGFace is slightly worse as the one reported in [5]. This is due to
different preprocessing of the data.

Gender and Ethnicity Classification: We add a fully connected layer with one unit in
order to classify attributes (see Fig. 1) and freeze all remaining layers. Then, we train
two separate layers for gender and ethnicity. About training details: the learning rate
was a ¼ 10�4, Adam optimizer was used with b1 ¼ 0:9; b2 ¼ 0:999 and e ¼ 10�8

respectively, 50 epochs for VGGFace and 30 epochs for ResNet50 without mini-
batches. The activation function of the classification layer was sigmoid for gender (only
one neuron for gender classification) and softmax for ethnicity (three neurons to
classify among Black, Asian and Caucasian people). The performance will be reported
in terms of correct classification accuracy.

4 Results

The performance achieved by both CNNs trained for classification of gender and
ethnicity are summarized in Table 2. The best results are obtained with VGGFace
network in both tasks.

Embedding layer 
 features 

Pre-trained 
Model

Attribute classification 
Layer

Attribute layer  weights

Frozen Pre-trained network

Fig. 1. Architecture of the VGGFace network trained for gender classification. Only the L ¼
4096 weights from the attribute classification layer were trained from scratch, the remaining
weights are equal to the pre-trained VGGFace model.

Table 2. Accuracy (%) of VGGFace and ResNet50 trained for gender and ethnicity
classification.

VGGFace ResNet50

Gender 94.8 89.01
Ethnicity 90.1 80.05
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Figure 2 shows the distribution of weights obtained for the attribute-classification
layer of VGGFace. We can observe similar normal distributions for both attributes with
a high percentage of weights close to zero. There are two possible reasons for these
weights: (A) some features do not include information about these attributes and
therefore to their contribution is minimized during the attribute classification training
or; (B) there is a high level of redundancy in the features and some features are
minimized during training.

To measure the presence of gender or ethnicity information in the identity verifi-
cation task, we will evaluate the verification performance decay by suppressing features
from the embedding layer gradually in accordance of it gender/ethnicity importance.
For that purpose, we suppress a feature by forcing the value of its weight in the
classification layer to zero, starting from the weights with highest absolute values to
lower ones. At the same time, we test the network for identity verification trying to
keep a high performance in verification while we suppress the neurons related to gender
or ethnicity discrimination.

Figure 3 shows the performance decay for gender classification and identity veri-
fication tasks related to the percentage of suppressed features (from highest to lowest
importance in gender classification). We can observe that both models are able to
achieve almost 80% of accuracy for gender recognition with 50% of the features of the
classification layer suppressed. Even though VGGFace achieves better gender classi-
fication performance, its performance drops faster than ResNet50, which is able to
classify up to 75% of accuracy with 65% of weights suppressed. Regarding the veri-
fication task, it was surprising to find out that the performance keeps stable while we
gradually suppress neurons from the embedding layer. In fact, VGGFace is able to
verify with only 10% of the neurons (less than 400 neurons) from its embedding layer
without performance decay. Regarding ResNet50, the performance starts to drop when
70% of neurons are suppressed. This behavior shows there is a very high redundancy of
neurons in these networks in their embedding layer for identity verification. Finally,
suppressing 80%, the two networks are still able to verify the identity of the users with
a similar performance as using all their original embeddings.

Fig. 2. Histograms of weights on the classification layer of VGGFace. The grey area contains
70% of the weights.

Measuring the Gender and Ethnicity Bias in Deep Models for Face Recognition 589



In ethnicity classification, our experiments include three classes: Caucasian, Asian
and Black. The classification accuracy was calculated for each class according to a one-
vs-all protocol. In this case, the classification layer has 3� L weights (L weights for
each class) and we add all three weights vectors in order to have only one vector of L
weights to sort [20]. The idea is to sort the weights according to the most relevant
weights for all classes (ethnicities).

Figure 4 shows the performance decay for ethnicity classification in both models
related to the number of weights suppressed (from highest to lowest importance in
ethnicity classification). It is remarkable how well both networks classify Black with
90% of accuracy even if the training dataset was highly unbalanced. Regarding Cau-
casian and Asian, ResNet50 achieves worse performance and decays faster than
VGGFace.

Regarding identity verification, we can see again that performance is not affected by
the neurons suppressed until we suppress almost all of them. These experiments
suggest that we can suppress features in order to reduce the gender and ethnicity bias

Fig. 3. Classification and verification performance of both VGGFace and ResNet50 models
according to the percentage of weights suppressed for gender classification.

Fig. 4. Classification and verification performance of ResNet50 (left) and VGGFace (right)
according to percentage of weights suppressed for ethnicity classification.

590 A. Acien et al.



while keeping the verification performance of the face recognition algorithms. How-
ever, the results showed in Figs. 3 and 4 were obtained on the basis of a training phase
including all the embedding features. What if we retrain the attribute classification layer
after the suppression of these features? To do this, in each itineration we suppress again
the most “relevant” feature (the one with the highest absolute weight value) of the
embedding layer and we retrain the attribute classification model using the remaining
features, always freezing the network up to the embedding layer. Figure 5 depicts the
performance for VGGFace. As we expected, the model is able to keep almost the same
performance until 50% of features are suppressed. This demonstrates that gender and
ethnicity attributes are latent in almost all features of the embedding layer for both pre-
trained networks. Even with 85% of the features suppressed they are still able to
classify quite well, revealing the discriminative power of these models.

5 Conclusions

In this paper, we have studied the importance of gender and ethnicity attributes in the
decision-making of the most popular face recognition technologies. Although these
attributes are useful for recognition, the risk using them for unethical purpose is tacit.

Firstly, we have explored how well VGGFace and Resnet50 pre-trained models
classify gender and ethnicity by training a classification layer connected to the
embedding layer of these models. The results suggest that these networks are able to
discriminate among gender and ethnicity without performance decay suppressing
almost 50% of the neurons of their embedding layer.

We have then studied the impact in identity verification of removing features
related to gender and ethnicity. For the considered deep models, we have shown that
removing up to 90% of the embedding features most related to gender and ethnicity
does not affect much their performance in identity verification.

Fig. 5. Performance of VGGFace for gender and ethnicity classification retraining the
classification layer in each iteration.

Measuring the Gender and Ethnicity Bias in Deep Models for Face Recognition 591



As future work, we are interested in more advanced methods for improving privacy
in biometrics data processing, both at the learning stage [21] or by incorporating
cryptographic constructions [22].
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