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Abstract—In the last five years, deep learning methods, in
particular CNN, have attracted considerable attention in the field
of face-based recognition, achieving impressive results. Despite
this progress, it is not yet clear precisely to what extent deep
features are able to follow all the intra-class variations that
the face can present over time. In this paper we investigate the
performance the performance improvement of face recognition
systems by adopting self updating strategies of the face templates.
For that purpose, we evaluate the performance of a well-
known deep-learning face representation, namely, FaceNet, on
a dataset that we generated explicitly conceived to embed intra-
class variations of users on a large time span of captures: the
APhotoEveryday (APE) dataset'. Moreover, we compare these
deep features with handcrafted features extracted using the
BSIF algorithm. In both cases, we evaluate various template
update strategies, in order to detect the most useful for such
kind of features. Experimental results show the effectiveness of
“optimized” self-update methods with respect to systems without
update or random selection of templates.

Index Terms—self-update, face recognition, adaptive systems

I. INTRODUCTION

In recent years, CNN-based Facial Recognition (FR) ap-
proaches have had a significant impact on both research and
real applications. Contemporary deep learning approaches can
achieve a close-to-zero error rate on popular datasets such
as LFW. On the other hand, intra-class variations such as
poses, illuminations, expressions, and occlusions, still affect
the performance of deep FR systems [1], [2], which may
benefit from pre-processing methods in order to normalize
those variability factors [3]. The excellent performance and
robustness of deep FR systems might suggest that the per-
formance of deep templates is stable over time, but some
works have showed that it is not yet clear to what extent
face representations are able to keep high performance over
large time lapses between enrollment and testing data or large
variations of other factors.

This work is supported by the Italian Ministry of Education, University
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In the recent past, several “adaptive” biometric systems have
been proposed to deal with changing context and variability
factors [4]-[7]. As described in [7], any component of a bio-
metric system is subject to time adaptation. Here we focus in
updating the biometric templates [8]. The concept of template
adaptation is referred to the generation of novel templates in
time that can replace or can be coupled with existing ones
[9], [10]. This is done automatically by exploiting samples
captured during normal system operations. As highlighted
by [11], template update improves the performance of facial
recognition systems, including those based on deep-learning
techniques.

In practice, template update (also referred to as self update
from now on) has various advantages with respect to the
network’s re-tuning to track variations in time: (1) templates
can be easily stored in the user’s own device with an irrelevant
memory waste, (2) no need for accessing the original data,
namely the users’ images, in order to retrain the network, and
(3) this avoid privacy issues.

The evaluations carried out so far in related works, however,
usually consider datasets collected over a short time span.
Therefore, these datasets do not allow to analyze properly
how the typical intra-class variations of aging are followed
by template update methods.

The goal of this work is to perform an evaluation of deep
features for Face Recognition over time with and without
template update by using a dataset that we generated explicitly
conceived to contain many intra-class variations, long acqui-
sition time span, and temporal information: the APhotoEvery-
Day (APE) dataset. In fact, exploiting the temporal information
allows us to carry out an analysis that realistically simulates
the normal adaptive facial recognition system operation.

In our experiments we analyze two FaceNet models in com-
parison with a BSIF-based handcrafted approach. Both basic
and more recent template update strategies are investigated,
in order to detect the most useful for such kind of features.
Experimental results show that template update is helful to
improve the evaluated face recognition systems over time.

The paper is organized as follows. Section II summarizes
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the evolution of feature representations and the weaknesses of
the approaches used in the last decades. Section III describes
the adaptive methods implemented and evaluated. Section IV
describe the face models and dataset used in the experimental
evaluation. Section V reports the experimental results and
discussions. Section VI concludes the paper.

II. FEATURE REPRESENTATION IN FACE RECOGNITION

Over the past years, many methods have been developed to
address the issues and challenges of facial recognition systems.
In particular, the non-stationarity of the face appearance, which
presents many intra-class variations such as aging, lighting,
pose, and occlusions, is often addressed by implementing
adaptive systems. These biometric systems “adapt” continu-
ously the gallery templates to the variations of the input data,
without the need of human intervention.

The performance of adaptive systems depends on the ex-
pressive power of the face representation methods adopted.
These can be grouped into four broad categories (Table I) that
have been developed in different periods of the past thirty
years [12]. In holistic approaches, widespread since the 90s,
the complete face region is taken into account as input data
and the face information is represented by a small number of
features [13], [14]. The main issue of this approach is that
these methods fail to address uncontrolled facial changes.

To solve this problem, local features of faces were proposed
to select a number of features to uniquely identify individuals,
the so-called local handcrafted methods, in the early 2000s.
Among them, Local Binary Patterns (LBPs) [15], [16], Gabor
[17], BSIF [18], and their variants [19] exhibit as limitation the
lack of compactness and in some cases a low distinctiveness
among individuals.

The problem of the low compactness level was faced at the
beginning of the 2010s; in particular, shallow learning methods
were introduced. These methods, also known as learning-based
local descriptors, use unsupervised learning methods to encode
the local microstructures of the face into discriminative codes
[20]. Unfortunately, shallow learning methods cannot handle
complex nonlinear facial appearance variations such as self-
occlusions and pose variations [21].

After 2012, deep learning methods began to spread and
achieved state-of-the-art results in many problems. These
methods use a cascade of processing layers to learn repre-
sentations of data with multiple levels of abstraction. From
2014 also the Face Recognition community adopted deep
learning methods, such as convolutional neural networks, for
facial feature extraction and transformation. Among others,
DeepFace [22], FaceNet [23], VGGFace [24] and VGGFace?2
[25]. Some of them achieved state-of-the-art performance on
the most challenging datasets known, such as LFW [26], JB-
A [27], IJB-B [28], etc.

Although the good results obtained, deep learning ap-
proaches work as “black-box” feature extractors from face
images [29]. For this reason it is not yet clear how these
systems can handle data that present significant time changes.

Moreover, the datasets mentioned above do not contain tem-
poral information in order to build a realistic time sequence
of facial images of the same people across months or years.

As stated in the Introduction, our main aim is to understand
if the compact and powerful representation obtained through
deep learning methods is able to work in situations of long-
term use in which the temporal variability of the biometric
data is more accentuated.

III. ADAPTIVE METHODS FOR TEMPLATE UPDATE

First of all, we implemented standard facial recognition
as a sort of “ground truth”, since our main claim is to
clarify to what extent self update approaches are helpful
over top-performing deep-learning based face recognition. In
particular, we tested the “traditional” self-update system [30],
the classification-selection method based on risk minimization
[31] and two methods of classification-selection with limited
number of templates per user, based on K-means [32] and on
the semi-supervised application of RANDOM editing methods
just to verify if the selection performed by the two methods
above is significant or not. In fact, it is possible to categorize
biometric adaptive systems into two categories:

o The traditional self-update system that only classifies
input samples and adds them to the gallery if they meet
the genuinity requirements.

« Classification/selection approach in which the selection
phase allows to filter the redundant information [11], [33].

Traditional self-update estimates an updated threshold
through the gallery and, when a batch [34] is available for
a certain claimed user, the distances between each sample
and the user’s template(s) are computed. Input samples whose
distance is less than the update threshold are added into the
user’s gallery. Classification/selection algorithms add another
phase where the best samples for the gallery are chosen.

In particular, Rattani et al introduced a classifica-
tion/selection system based on harmonic functions and a risk
minimization technique [31]. In [32] the authors present a
method that keeps the number of templates constant at each
iteration by setting the maximum number of images per user,
namely, p, in the selection phase. This is obtained by deriving
the centroid of the samples of a given subject through the K-
means algorithm, and then selecting the p closest samples to
that centroid.

Finally, the RANDOM method simply selects p pseudo-
labeled samples of each user. This method allows us to
simulate what may happen by keeping a human in the loop for
selecting the best templates to update. Indeed, the selection of
a human supervisor is unpredictable and changes depending
on the individual involved.

IV. FACE MODELS AND DATASET

A. Face Models: FaceNet and BSIF

We use two FaceNet models [23] and handcrafted Binarized
Statistical Image Features (BSIFs) [18].

FaceNet uses a deep convolutional network to optimize
the representation of an individual’s face through a 128
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TABLE I: Feature representation evolution in Face Recognition systems.

Feature represent.

Holistic learning

Local handcraft

Shallow learning

Deep learning

facial changes.

and compactness.

variations.

Introduction (years) 1990s 2000s 2010s 2012/2014
Fail to address o Fail to address Black-box. Requires time,
Lack of distinctiveness .
Issues uncontrolled facial appearance | powerful hardware and a large number

of images for training.

bytes feature vector. In particular, faces are mapped into a
128-dimensional Euclidean space in which distances directly
correspond to a measure of facial similarity. The FaceNet
architecture is based on the triplet loss function [35]: the
feature vectors related to the same individual have small
distances, while those of distinct people have large distances.
To evaluate the effectiveness of the FaceNet representation,
we used an open-source implementation based on TensorFlow
[36] trained on the model 20170512-110547 and on the model
20180408-102900, whose characteristics are shown in Table II.
The first model has been trained on the MS-Celeb-1M dataset
[37] and represents the face with a 128 byte feature vector.
The second model has been trained on the CASIA-WebFace
dataset [38] and uses a 512 byte feature vector.

TABLE II: FaceNet models details.

Model 20170512-110547 | 20180408-102900
Dataset MS-Celeb-1M CASIA-WebFace
Embedding size 128D 512D
Image stand. Per image Fixed

Data augment. Random crop/flip Random flip
Optimizer RMSProp Adam

B. APE Dataset

Using FaceNet we extracted the feature vectors related to
the “APhotoEveryday” (APE) dataset [33] that contains the
faces of 46 individuals with large appearance variations across
time. The APE dataset was acquired by the University of
Cagliari and consists of facial images extracted from YouTube
Daily Photo Projects. Faces were captured in the frontal pose
and most of these have a controlled expression. The images
of each user are labelled with a number that indicates the
temporal progression of the sequence. The APE dataset images
are characterized by many temporal variations of the facial
appearance thanks to the Daily Photo Project’. The number
of images per user varies between 92 and 3892 and the
acquisition time varies between less than one year and twelve
years. Fig. 1 shows some facial images from the APE dataset.

V. EXPERIMENTS
A. Experimental Protocol
The experimental protocol was designed in order to exploit
the full potential of the dataset, in particular the high number

of samples per user and the temporal information associated
with them. This is summarized as follows:

o The dataset was subdivided into ten parts maintaining
the sequence time progression: the first partition is the

2See for example https://www.youtube.com/watch?v=RBPYDIzEbYk

Fig. 1: Examples of face images from the APE dataset
exhibiting many variations over time.

initial gallery and is composed of the first p = 5 images
of each user; the remaining nine parts are composed of
_dtsamples—p samples for each user.

#adaptationsets

o The operational points FAR and FRR are calculated and
the updating threshold was estimated at FAR=1%.

o The adaptation sets were used to simulate the periodic
sets of batches collected during the system’s operations
individually processed for updating the users’ galleries.

o The test set was used to evaluate the system’s perfor-
mance from the state made up of the initial galleries, to
the updated gallery after each updating cycle. In order
to better simulate a real application and exploit time
information we used the (i + 1) batch as test set of
the i'" batch as suggested in [39].

B. Results

The traditional self-update [30], the method based on risk-
minimization [31], the K-means [32], and the RANDOM
classification/selection method were implemented and tested
to evaluate the performance using feature vectors extracted
with FaceNet 128 dimension embeddings (Fig. 2), FaceNet
512 dimension embeddings (Fig. 3) and with the handcrafted
BSIFs (Fig. 4).

The most remarkable result emerging from Fig. 2(a) and
Fig. 3(a) is that for deep features, despite their compactness
and representativeness, classification/selection template update
methods improve their performance compared to a solution
without self-update (black line) or to the random selection of
templates, which can be assimilated to the update supervised
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(b) Impostors percentage - FaceNet 128 byte - APE dataset.

Fig. 2: EER and percentage of impostors for different template
update methods with p=5 for FaceNet 128D (APE dataset).

by a human operator. In particular, for both FaceNet models,
the K-means is the best algorithm. In fact, this classifica-
tion/selection method, as demonstrated in [11], allows at the
same time to keep the system error low and a limited number
of templates in memory. The result is low computational
complexity and stable performance over time.

The performance of the traditional self-update (i.e., adding
templates to the system without selection), is worse in terms
of accuracy than the system without updating, in addition
to having high requirements for template storage. This is
probably due to the fact that there is no filtering of introduced
impostors. This drift was observed in early publications too
[40] and it is shown by the increasing percentage of impostors
present for all models analyzed (Figs. 2b, 3b, 4b).

Fig. 5 shows the performance of the three feature extraction
approaches for facial recognition without updating, with tra-
ditional self-update and self update by classification/selection
(K-means). These results highlight how the system based on
128D FaceNet performs better than the one based on 512D
FaceNet and BSIFs. The better performance of the 128D
model compared to the 512D model is probably due to the
data used for training the neural network.

Table III supports this claim; the EER calculated on the
initial gallery and on the first batch and the averages and
standard deviations along the remaining batches (with update
on the ¢ batch and performance on the 7 + 1 batch for ¢ > 1)
are reported comparing the Face Recognition performance
without update with the traditional self-update and the K-
means classification-selection approach. The reported results
show that the template update driven by K-means has a

F+K-means
[T traditional
-risk minimization
0.184. | © RANDOM
:|-+--without update

EER p=5- FaceNet 512byte
T T T

1 2 3 4 5 6 7 8
number of batch

(a) EER - FaceNet 512 byte - APE dataset. For x=i: update
on batch %, performance on batch ¢ 4 1.

s [ ge p=5- FaceNet 512byte
T T T

035

T
»
.

impostors percentage
T
§

0

. i n . i .
1 2 3 4 5 6 7 8
number of batch

(b) Impostors percentage - FaceNet 512 byte - APE dataset.

Fig. 3: EER and percentage of impostors for different template
update methods with p=5 for FaceNet 512D (APE dataset).

very positive effect on both global performance and system
stability. In particular, for FaceNet128D the error goes from
2.54% for the method without updating to 0.62% for the
K-means method. These results demonstrate that, depending
on the application context, the use of template update and
selection allows a substantial improvement in the performance
of Face Recognition systems resulting more adequate than the
intervention of a human operator.

VI. CONCLUSIONS

In this paper we analyzed the template representativeness
of deep-learning features, in particular those extracted with
two models of FaceNet, to understand if adaptive systems
are useful in modern Face Recognition systems. In order to
make a comparison between hand-crafted and deep learning
features we have also analyzed the system performance with
handcrafted BSIF features. To evaluate the performance across
a large time lapse between enrollment and testing, and to
simulate a challenging scenario including drastic appearance
changes, the experiments were conducted on the APE dataset.
The evidence from this study shows the benefits of update
methods with classification/selection in situations where the
face appearance presents many intra-class variations [41]. In
fact, the use of “optimized” template update allows a sub-
stantial improvement in the performance compared to systems
without updating or systems that keep the human in the
loop, simulated with a random selection of templates. It is
therefore possible to say that adaptive systems are useful on
top of modern deep face recognition, at least in the scenarios
considered here in our APE face image dataset (with time
spans of months to years between enrollment and testing).
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Fig. 4: EER and percentage impostors comparison among the SOTA methods with p=5 for BSIF feature vectors. On the x
axis is shown the number of the batch and on the y axis the performance index.
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Fig. 5: EER comparison between the different feature vectors tested

without update, traditional update, kmeans-based update.

TABLE III: EER comparison among the different feature vectors tested: the table shows the EER calculated by training on the
initial gallery and testing on the first batch and the averages and standard deviations calculated along the remaining batches
(with update on the ¢ batch and performance on the ¢ 4 1 batch for ¢ > 1).

(1]

(2]

(3]

EER
Initial Gallery | Without update | Traditional self-update K-means
FaceNet 128D 3.51% 2.54% + (0.52) 2.70% + (0.60) 0.62% + (0.33)
FaceNet 512D 17.99% 15.78% + (1.62) 16.58% =+ (0.50) 8.94% + (1.27%)
BSIF 19.78% 16.50% + (2.54) 18.28% + (2.75) 7.12% =+ (1.00)
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