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ABSTRACT

This work explores facial expression bias as a security vulner-
ability of face recognition systems. Despite the great perfor-
mance achieved by state-of-the-art face recognition systems,
the algorithms are still sensitive to a large range of covariates.
We present a comprehensive analysis of how facial expression
bias impacts the performance of face recognition technolo-
gies. Our study analyzes: i) facial expression biases in the
most popular face recognition databases; and ii) the impact of
facial expression in face recognition performances. Our ex-
perimental framework includes two face detectors, three face
recognition models, and three different databases. Our results
demonstrate a huge facial expression bias in the most widely
used databases, as well as a related impact of face expression
in the performance of state-of-the-art algorithms. This work
opens the door to new research lines focused on mitigating
the observed vulnerability.

Index Terms— Face Recognition, Expression

1. INTRODUCTION

The progress of face recognition techniques have allowed
practical uses of these technologies, such as access control
in private places (e.g. gyms or office buildings), safely un-
locking your smartphone, or systems that facilitate automatic
identity verification in the airports’ border control. With the
emergence of deep learning architectures, the accuracy of
these technologies have largely surpassed human-level per-
formance [1]. However, despite these impressive results,
some studies show that deep learning based face recognition
systems remain significantly sensitive to different sources
of variation in face images, commonly referred as covari-
ates [2, 3]. This has motivated researchers to study ways to
reduce the impact of these factors for years.

On a different front, researchers have demonstrated that
face recognition technologies are vulnerable to different types
of attempts to intervene the automatic process of recognition,
which have been traditionally studied as atfacks [5]. These
attacks can be divided into digital or physical attacks. Digi-
tal attacks are those intended to manipulate the data flow of
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the system [6]. Physical attacks, also known as spoofing at-
tacks, refer to face manipulations made before the data acqui-
sition [7, 8]. The most common physical attack is the usage
of tools (e.g. masks or makeup) to change our appearance
[9, 10]. As shown in Fig. 1, the usage of accessories to dis-
guise your real identity (e.g. scarf or glasses) directly affects
the output of a face recognition system, a fact largely stud-
ied in forensic face recognition [11]. However, we can also
observe another easy way to interfere the output of the Face
Recognition system, whose impact is at least comparable to
the usage of disguising tools: changing your facial expres-
sion. Although the influence of facial expressions on face
recognition performance is well-known [12], they have typ-
ically been studied as another covariate associated to pose
variations [13]. To the best of our knowledge, there are no
works analyzing the impact of facial expression bias in cur-
rent deep face recognition technology, and the vulnerability
they may suppose to such systems.

In this work, we focus on the prototypical facial expres-
sions of the 6 basic emotions: happiness, sadness, anger, sur-
prise, disgust, and fear. In Sec. 2 we describe the differ-
ent databases and algorithms used in our experiments. Then,
we quantify the significant facial expression biases present in
the most popular face recognition datasets (Sec. 3). To un-
derstand to what extent these facial expression biases affect
the performance of face recognition models we performed
a series of experiments in controlled scenarios. Our results
(Sec. 4) demonstrate that popular face models trained solely
for face identity recognition have self-learned emotional re-
sponses!. We evaluate empirically the impact of such self-
learned emotional responses in the security of face recogni-
tion systems using 3 public databases and 3 face recognition
models.

2. DATA AND METHODS

In order to conduct a comprehensive study of the impact of
facial expressions on face recognition systems, we carry out

TAn emotional response is defined here as an output of a pre-trained
model that varies depending of the face expression of the input image [14].
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Fig. 1. Matching score (Euclidean distance computed on ResNet-50 [4] embeddings) between a Reference image (grey dotted
line) and 10 Test images including different facial expressions (orange line) and accesories to obfuscate the face (black line).

our experiments using different state-of-the-art face recogni-
tion pre-trained models:

e VGGI16 [15]: This model has 5 convolutional blocks
that use small convolutional filters in all layers to ef-
fectively increase the depth of the network. The model
was trained with the VGGFace2 database [16] and the
MTCNN face detector [17].

* ResNet-50 [4]: This CNN comprises 50 layers includ-
ing residual connections. We use the model trained for
face recognition with VGGFace2 [16] and the MTCNN
face detector [17].

¢ LResNet100E-IR [18]: This model is a residual net-
work [4] with 44M parameters, which use a more
advanced residual unit setting [19]. The model was
trained with ArcFace loss, the MS-Celeb-1M ArcFace
dataset [18] and the RetinaFace detector [20].

All three models were used as feature extractors, com-
puting the matching score between two face images as the
Euclidean distance between its two feature vectors. We used
three public databases to evaluate the effect of changes in fa-
cial expression in face recognition performance: CFEE [21],
CK+ [22], and CelebA [23]. Note that, while CelebA is a
large database collected using search engines, both CFEE
and CK+ were collected under lab-controlled conditions, and
therefore they are ideal to analyze the isolated effect of facial
expression on the face recognition pipeline.

3. EXPRESSION BIAS IN FACE DATASETS

One of the main challenges for training a face recognition
system based on Deep Models is the need for millions of
images from thousands of users involving realistic acquisi-
tion conditions (e.g. changes in pose, illumination, or image
resolution). This led to the design of large-scale databases
using search engines and semi-automated processes to collect
images from the Internet, movies or social media in an uncon-
strained way (e.g. VGGFace2 [16] or MS-Celeb-1M [24]).
Although these databases have significantly contributed to

make great advances in the field, they may present biases that
can impact the performance of the trained systems.

Inspired by the work of [28], where the authors analyze
the demographic statistics of multiple face databases, we con-
ducted a similar experiment to study the facial expression bias
in popular face databases. For that, we used the COST Affec-
tiva, whose reliability in the expression classification task has
already been tested [29], to classify database images into 7 fa-
cial expressions (6 basic emotions plus neutral face). Our hy-
pothesis is that the source of the images of these databases can
be biased towards certain facial expressions, with some ex-
pressions significantly more frequent than others. Tab. 1 sum-
marizes the facial expression distribution in each database.
Note that there is a strong facial expression bias in all the
evaluated databases. In all cases, the proportion of Neutral
images exceeds 60%, reaching a maximum value of 83.7% in
the MS-Celeb-1M database [24]. The second most common
facial expression is Happy. In fact, for all the datasets, ~ 90%
of the images show either Neutral or Happy.

As for the other 5 facial expressions, notice that Surprised
and Disgusted rarely exceed 6%, while Sad, Fear, and Anger
have in general a very low representation, often below 1%.
This remarkable under-representation of some facial expres-
sions produces the following drawbacks: 1) on the one hand,
models are trained using highly biased data that result in het-
erogeneous performances; ii) on the other hand, technology is
evaluated only for mainstream expressions hiding its real per-
formance for images with some specific facial expressions.

4. IMPACT OF FACIAL EXPRESSION IN FACE
RECOGNITION SYSTEMS

Our hypothesis is that the facial expression biases of the train-
ing set can impact the robustness of the face recognition sys-
tems. Concretely, the biases revealed in Sec. 3 make us think
that the models will work better for faces showing Neutral or
Happy expressions, which are the most common expressions.

We start our analysis on CFEE [21], which contain images
collected in a very controlled environment with uniform illu-
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Database #images | Neutral | Happy | Sad | Anger | Surprised | Disgusted Fear
MS-Celeb-1M [24] 8.5M 83.7% 5.7% 0.2% | 3.4% 2.2% 4.6% ~ 0.0%
MegaFace [25] 4. 7™ 82.0% 4.5% | 01% | 7.0% 1.3% 5.0% ~ 0.0%
CelebA [23] 203K 62.2% | 33.3% | 0.1% | 0.5% 1.6% 0.9% ~ 0.0%
1JB-C [26] 21K 66.2% | 26.9% | 0.1% | 0.6% 2.6% 2.0% 0.1%
LFW [27] 13K 61.2% 28.0% | 0.3% 1.8% 3.1% 4.4% 0.0%
VGGFace2 [16] 3.3M 64.5% | 28.2% | 0.2% | 0.4% 3.3% 2.0% 0.1%

Table 1. Facial expression labels of images in the most popular state-of-the-art face databases. The facial expressions were
labeled using the Affectiva software (https://www.affectiva.com/).
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Fig. 2. Genuine (continuous line) and impostor (dashed line) matching score distributions by facial expression on the CFEE
database [21] for the face matchers: (Left) VGG16 [15], (Center) ResNet-50 [4], and (Right) LResNet100E-IR [18].

mination, controlled pose, and without occlusions. Each user
in CFEE presents one image unequivocally representing each
of the 22 expressions in the dataset. Thus, the impact of the
facial expression can be isolated from the rest of covariates
(e.g. pose, demographic attributes, illumination). We con-
ducted an authentication experiment including seven facial
expressions (i.e. Neutral expression and the six basic expres-
sions defined in the FACS manual [14]), where we analyze
both genuine and impostor scores distributions by comparing
each facial expression with the rest. CFEE is composed of
230 users, all of them having an image representing each ex-
pression. Thus, all the distributions were computed using the
same number of image pairs: 230 for each genuine distribu-
tion and 230 x 229 for each impostor distribution.

Fig. 2 presents the genuine and impostor matching scores
distributions (pairs of faces), using Neutral expression as ref-
erence, computed with the three face recognition algorithms
presented in Sec. 2. Notice that, while the genuine distribu-
tions do not include the case Neutral vs Neutral due to the
limitations of CFEE (only one image per expression), the im-
postor distributions contemplate this scenario. We observe
that, while the genuine distributions are clearly influenced by
the facial expressions being compared, the impostor distri-
butions barely change across expressions. In both ResNet-
50 and LResNet100E-IR the impostor distributions are prac-
tically identical. The impostor distributions obtained with
VGG16 show more overlap than the others, probably because
the poorest performance of that model in comparison with
ResNet-50 and LResNet100E-IR. At the same time, if we fo-

cus on the genuine distributions in Fig. 2, we clearly observe
a difference among expressions in all three cases. For the rest
of experiments we will focus on these genuine differences.
Tab. 2 presents the average genuine score for each dis-
tribution. Considering Neutral as the reference expression,
the Happy, Sad, and Surprised distributions show the lowest
scores, while the Disgusted and Anger distributions tend to
higher values. For the three models in Fig. 2 we observe that
all the distributions seem to have a similar deviation, except
for the case of Happy, which shows a higher concentration
of scores around the average. LResNet100E-IR is a state-of-
the-art face recognition model with very competitive perfor-
mances in a large list of databases and protocols. However,
the results demonstrate that its output is largely affected by
the facial expression, with genuine score variations of more
than 30% across expressions in some cases. On the other
hand, several distributions computed by VGG16 exceed the
score threshold of 1, where the impostors begin, having a
large overlap in the Anger and Disgust distributions.
Regarding the genuine score when non-neutral facial ex-
pressions are used as the reference (see Tab. 2), the observed
trend is similar to the tend observed with the Neutral expres-
sion. The genuine distributions depend on the expressions
compared in all three methods, with VGG16 having the great-
est vulnerability to this effect (i.e. higher average score). In
general, Anger, Sad, and Fear expressions work well together.
Surprise expression has a better affinity with Fear and Neu-
tral expressions, while Disgusted ones obtain the worst results
with almost all expressions. Happy expressions seem to work
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Av. Genuine Score Rank-1in % (Ref. Expression = N)

Met. —p S A Su D F
(a) T796.0 | -7390.3 | -8677.3 | .7389.4 | -9650.3 | .78s4.2
(b) -50100 52100 | -6197.1 | 50100 | -6794.4 | .559s.8
(©) -55100 -53100 59100 | -5lgg.7 | -6599.3 | -56100
Met. Av. Genuine Score Rank-1in % (Ref. Expression = H)

N S A Su D F
(a) .T796.9 | .8784.3 | .9560.0 | -8876.4 | .9755.2 | .8684.8
(b) 50100 | .6297.6 | .6797.3 | .6297.6 | .6893.0 | .6098.4
(c) 55100 | -6599.6 | -6899.6 | .6499.6 | .6999.3 | .63100
Met. Av. Genuine Score Rank-1in % (Ref. Expression = S)

H N A Su D F
(a) 8773.4 | .T394.2 | .T786.8 | 84791 | 9256.4 | .T492.1
(b) 62972 | 52995 | .5698.0 | -6lg7.6 | .6689.2 | .5499.3
(©) 6599.2 | 54100 | -5599.6 | -6099.6 | -6599.2 | -56100
Met. Av. Genuine Score Rank-1in % (Ref. Expression = A)

H S N Su D F
(a) .9554.1 | .7T788.0 | -8680.4 | .9644.4 | .87g9.1 | .9078.4
(b) .6795.3 | .5697.1 | .6l97.4 | .Tlge.6 | .6283.5 | .6595.6
(©) -68100 -55100 59100 | .6699.7 | -6099.2 | 63100
Met. Av. Genuine Score Rank.1in % (Ref. Expression = Su)

H S A N D F
(a) .8862.1 | 84747 | 96437 | .7281.0 | -9937.3 | .7366.0
(b) .6295.1 | 6los6 | -Tlg7.0 | -5096.5 | -Tlsz.s | -5290.5
(©) .6499.7 | .60100 | .6699.6 | .51lgg.9 | .7099.3 | .53100
Met. Av. Genuine Score Rank-1in % (Ref. Expression = D)

H S A Su N F
(a) 974109 | 92539 | .8765.5 | -9935.8 | .9640.4 | -9543.0
(b) .68g6.0 | -6685.0 | .6203.5 | .7Tl77.8 | .6790.3 | .6783.4
(c) .6999.3 | .6599.6 | .6099.2 | .7099.3 | .6599.7 | .67100
Met. Av. Genuine Score Rank-1in % (Ref. Expression = F)

H S A Su D N
(a) .8675.2 | T491.1 | -9061.9 | -73s8.0 | -9552.9 | -78s3.0
(b) .6098.8 | -5499.2 | .6592.5 | .5298.4 | .6787.6 | -559s.6
(©) .6399.2 | 5699.6 | -6399.2 | -5399.6 | -6799.2 | .5699.4

Table 2.  Average genuine score in CFEE [21], and

Rank-1 statistics (% in subscript) in CFEE, CK+ [22] and
CelebA [23] with different face expressions as reference for
the face matchers: (a) VGG16 [15], (b) ResNet-50 [4], and
(c) LResNet100E-IR [18].

well with Neutral expressions (i.e. the two most common ex-
pressions in training databases, as analyzed in Sec. 3).

This impact in the genuine matching score distributions
suppose a potential vulnerability, as it may influence the prob-
abilities to be correctly identified by these systems. To study
this possibility, we designed an identification experiment with
the subjects in CFEE and CK+ [22], a total of 350 different
identities and 16K different images. In order to increase the
background set, we also add a set of 15K images from the
CelebA [23]. We are aware that the characteristics of CelebA
dataset are very different to those from CFEE or CK+. How-
ever, CelebA includes good quality images that can serve to
increase the difficulty of the experiment. For each user in
CFEE, we selected a specific expression image as query sam-
ple, computing the matching score with all the images be-
longing to the rest of users in the background set. We then
compare the background scores with each of the user’s gen-
uine scores, computed by comparing the query sample with
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the other 6 basic facial expressions, and extract Rank-1 statis-
tics individually for each facial expression.

Tab. 2 presents Rank-1 results by facial expression, us-
ing the three face recognition algorithms with their respective
face detectors. We observe lower Rank-1 results when us-
ing VGG16 in all cases. Both ResNet-50 and LResNet100E-
IR obtained good results, being slightly higher in the second
one. The Rank-1 results follow the trend seen in the case of
the average genuine scores, maintaining the relationships be-
tween expressions previously mentioned. The Disgusted ex-
pressions obtained the worst results in all cases, confirming
the low affinity with the other expressions that we observed
in the scores distributions. The drop of performance is clear
for VGG-16 and ResNet-50 models, with Rank-1 differences
between expressions up to 50%. These differences are mod-
erate for the LResNet100E-IR model. The high quality stan-
dards of CFEE images are not a challenge to a state-of-the-art
model. However, the drop of performance in LResNet100E-
IR exists and varies between 0 — 1%, even in this simple en-
vironment. It is expected that this impact increases in a more
challenging benchmark where expressions and other covari-
ates affect the performance at the same time.

5. CONCLUSIONS

This work analyzes the impact of facial expressions bias
on face recognition systems. Our main findings are: 1)
The most popular face recognition databases systematically
present huge facial expression biases. Therefore, new public
databases are needed to overcome the scarce representation
of some facial expressions in existing databases. ii) Facial ex-
pression bias affects the performance of genuine comparisons
with variations in scores of up to 40%. Facial expression bias
does not affect impostor comparisons. Thus, we can discard
impersonation attacks based on facial expression manipula-
tion. However, obfuscation of identity based on manipulation
the face expression is easy and particularly harmful.

As aresult of this work, we strongly advocate for reducing
the facial expression bias in future face recognition databases,
and further development of bias-reduction methods applica-
ble to existing databases and existing models already trained
on biased datasets [30, 31, 32]. The application of face ma-
nipulation techniques [33, 34, 35] could serve to enhance the
facial expression availability on existing database by intro-
ducing new synthetically generated expressions. Analyzing
varying facial expressions in time is also in our plans [36].
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