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Abstract

The research interest in behavioral biometrics has been constantly growing, motivated by the

fastest digital revolution that the mankind are experiencing in the last years. This revolution is

associated with a massive deployment of digital devices including multiple sensors (e.g., camera,

gyroscope, GPS, touch screens, etc.), full connectivity (e.g., bluetooth, Wi-Fi, 4G, etc.) and high

computation power (e.g., multiple core CPUs, more advanced GPUs, etc.). As a consequence,

services are rapidly migrating from the physical to the digital domain in the information society.

Examples can be found in e-government, banking, education, health or commerce. The capacity

of these devices to acquire, process, and storage a wide range of heterogeneous data during these

human device interactions offers many possibilities and new research lines (e.g., security, health,

biology, sociology, etc.).

The main purpose of this Thesis is the analysis and development of new applications based

on machine learning algorithms for continuous user modelling, applied to data acquired through

the interaction of the user with digital devices. Most of these algorithms can be applied in a

transparent way for the users, exploiting the large number of signals generated during this inter-

action. The Thesis addresses the problem from a holistic perspective, simultaneously analyzing

large number of sources of biometric and metadata information that can be acquired not only

on mobile devices, but also on desktop computers. The acquisition, preprocessing, analysis,

pattern classification and combination of such a huge volume of information is a challenge for

the research community due to the heterogeneous nature of the data and the necessity of a

continuous monitoring of the users. Besides, many of these new algorithms that model user’s

behaviour during digital interactions can be applied beyond user authentication, such as health

monitoring, behavior analysis, or bot detection; demonstrating the potential of these devices to

set a new era of biometric research lines to model human behaviours.

This Dissertation comprises four different parts. Part I first introduces the biometric traits

that will be used to model Human-Computer Interactions (HCI), as well as a detailed descrip-

tion of the main materials and methods employed throughout the entire Thesis. The first

experimental part (Part II of this Dissertation) is focused in user mobile authentication al-

gorithms and their multiple implementations like unimodal versus multimodal systems or one

time versus active authentication setups. In the second experimental part (Part III of this

Dissertation) we propose new ways to exploit these mobile biometric traits for different HCI

behaviour applications beyond user authentication, such as Parkinson disease characterization

through handwriting skills and age detection with touchscreen gestures. In the last experimental

part (Part IV of this Dissertation), with the knowledge acquired in the previous experimental

parts we will combine both security and behavior applications to develop a new generation of

bot detection algorithms based on user’s behavioural analysis. Finally, Part IV presents the

main conclusions drawn of this Dissertation and the future work.



Resumen

El interés en la investigación de la biometŕıa del comportamiento ha ido crecido constante-

mente en los últimos años, motivado en parte por la rápida revolución digital que la humanidad

está experimentando. Dicha revolución está asociada a un despliegue masivo de dispositivos

digitales que incluyen múltiples sensores (p. ej., cámara, giroscopio, GPS, pantallas táctiles,

etc.), una conectividad total (p. ej., bluetooth, Wi-Fi, 4G, etc.) y con una gran potencia de

cálculo (p. ej., CPUs con múltiples núcleos, GPUs más avanzadas, etc.). Como consecuencia,

los servicios están migrando rápidamente del ámbito f́ısico al digital en esta sociedad de la in-

formación que se esta desarrollando. Podemos encontrar ejemplos en la administración nacional

electrónica, la banca, la educación online, la sanidad o el comercio. La capacidad de estos dis-

positivos para adquirir, procesar y almacenar una amplia gama de datos heterogéneos durante

las interacciones entre dichos dispositivos y los humanos ofrece muchas posibilidades y ĺıneas de

investigación nuevas en hámbitos muy diferentes (p. ej., seguridad, salud, bioloǵıa, socioloǵıa,

etc.).

El objetivo principal de esta Tesis es el análisis y desarrollo de nuevas aplicaciones basadas

en algoritmos de inteligencia artificial para el modelado y la caracterización cont́ınua del usuario,

aplicados a los datos adquiridos a través de la interacción del usuario con los dispositivos digi-

tales. La mayoŕıa de estos algoritmos pueden funcionar de forma totalmente transparente para

el usuario, explotando todas estas señales biométricas generadas durante dicha interacción. La

Tesis aborda el problema desde una perspectiva hoĺıstica, analizando simultáneamente un gran

número de fuentes de información biométrica y de metadatos que pueden ser adquiridos no sólo

en dispositivos móviles, sino también en ordenadores de sobremesa. La adquisición, el preproce-

samiento, el análisis, la clasificación de patrones y la combinación de un volumen tan grande

de información es un reto para la comunidad investigadora debido a la naturaleza heterogénea

de los datos y a la necesidad de un monitoreo continuo de los mismos. Además, muchos de

estos nuevos algoritmos que modelan el comportamiento del usuario durante las interacciones

hombre-máquina pueden aplicarse más allá de la autenticación de usuarios, como puede ser la

monitorización y diagnóstico de enfermedades neurodegenerativas, análisis del comportamiento

humano o la detección de softwares maliciosos (bots); lo que demuestra el potencial de estos dis-

positivos digitales para asentar las bases de un gran número de ĺıneas de investigación biométrica

basadas en el modelado y caracterización del comportamiento humano.

Esta Tesis consta de cuatro partes. La Parte I presenta los diferentes rasgos biométricos

que se utilizarán para modelar las interacciones hombre-máquina (HCI, por sus siglas en inglés),

aśı como una descripción detallada de las principales bases de datos y métodos empleados a

lo largo de toda la Tesis. La primera parte experimental (Parte II ) se centra en algoritmos de

autenticación móvil del usuario y sus múltiples implementaciones, como los sistemas unimodales

frente a los multimodales o los escenarios de autenticación única frente a escenarios de auten-



ticación continua. En la segunda parte experimental (Parte III ) proponemos nuevas formas

de explotar dichos rasgos biométricos para diferentes aplicaciones más allá de la autenticación

del usuario, como la caracterización de la enfermedad de Parkinson a través de la escritura

on-line y la detección de edad a partir de gestos realizados en pantallas táctiles. En la última

parte experimental (Parte IV ), combinamos los conocimientos adquiridos en las partes exper-

imentales anteriores para desarrollar una nueva generación de algoritmos de detección de bots

(CAPTCHAS, por sus siglas en inglés) basados en el análisis del comportamiento del usuario

con diferentes dispositivos digitales. Finalmente, en la Parte IV se presentan las principales

conclusiones extráıdas de esta Tesis y los trabajos futuros que se desprenden de ella.
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AA: Active Authentication.

ADD: Average Detection Delay.

AUC: Area Under the Curve.

CAPTCHA: Completely Automated Public Turing test to tell Computers and Humans

Apart.

EER: Equal Error Rate.

EHC: Elder Healthy Control.

FAR: False Acceptance Rate.

FMR: False Match Rate.

FNMR: False Non-Match Rate.

FRR: False Rejection Rate.

GAN: Generative Adversarial Network.

GMM: Gaussian Mixture Model.

GRU: Gated Recurrent Unit.

HCI: Human-Computer Interaction.

HMM: Hidden Markov Model.

KL: Kullback-Leibler.

kNN: k-Nearest Neighbours.

LSTM: Long-Short Term Memory.

M-HMM: Mixture Hidden Markov Model.

MLP: Multilayer Perceptron.

NB: Naive Bayes.

OTA: One-Time Authentication.

PD: Parkinson’s Disease.

PFD: Probability of False Detection.
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PND: Probability of Non Detection.

POHMM: Partially Observable Hidden Markov Model.

QCD: Quickest Change Detection.

RBF: Radial Basis Function.

RF: Random Forest.

RNN: Recurrent Neural Network.

ROC: Receiver Operating Characteristic.

RSSI: Radio Signal Strength Indicator.

SFFS: Sequential Forward Floating Search.

SVM: Support Vector Machine.
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Chapter 1

Introduction

The Interactions between Humans and Machines are undergoing a fast evolution dur-

ing the last decade, to the point that several aspects of our lives are conditioned by the way

we interact with them. Common day-to-day routines such as chatting with acquaintances, go

shopping, work or even human relationships have drastically changed due to the proliferation of

mobile devices (e.g., smartphones, laptops, tablets) and automatic processes, originally intended

to make these day-to-day routines easier. On the other hand, the capacity of these technologies

to acquire and store amounts of sensitive data captured during the user-device interaction open

a wide range of new possibilities to study human aspects thorough different multidisciplinary

fields (e.g., psychology, sociology, biology, behaviour).

At the same time, the evolution of the Human-Computer Interaction (HCI) field is in paral-

lel with a growing interest in the biometrics research community towards more transparent and

robust authentication methods that make use of these interaction signals originated when using

mobile devices [Crouse et al., 2015; Patel et al., 2016]. Mobile devices possess sensors (e.g., gyro-

scope, magnetometer, accelerometer, GPS, touchscreen) along with metadata associated to our

use of the technology (e.g., internet point access, browsing history, app usage) which could as-

sist in user authentication by analyzing gait [Costilla-Reyes et al., 2020; Muaaz and Mayrhofer,

2017], typing and scrolling touch signals [Fierrez et al., 2018], or certain soft biometric infor-

mation [Gonzalez-Sosa et al., 2018; Tome et al., 2014]. Those biometric signals are originated

naturally during the normal usage of the device, and it has been demonstrated that they may

have enough discriminative power for person identification under certain conditions. These kind

of biometric signals have been studied under different perspectives in the last years, e.g.: as

Behavioral Biometrics [Salah et al., 2011] or Cognitive Biometrics [Al Galib and Safavi-Naini,

2015]. Exploiting these biometric signals in wearables and smartphones, new mobile experiences

have the potential to continuously monitor the users and change the way they live and interact

with each other. Some examples enable users to: quantify their sleep and exercise patterns,

monitor personal commute behaviors, track their emotional state, or even measure how long

they spend queuing in retail stores. In another example, by regularly conducting unobtrusive

identity checks of the mobile user, continuous authentication applications verifies if the device
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1. INTRODUCTION

is still in an authenticated state [Traore, 2011]. With this active system, if the mobile device is

stolen, it should quickly recognize the presence of an unauthorized user. All of these applications

are achievable thanks to the combination of powerful algorithms to infer behaviors and contexts

from sensor data collected by mobile devices.

In this introductory chapter we first present in Sec. 1.1 a general outlook of the biometric

technologies that take advantage of modeling HCI signals to progress in different research areas,

in order to establish the main pillars of this Dissertation. Then, we explain the motivations of

the Thesis in Sec. 1.2 as well as the milestones and main contributions to the state-of-the-art in

biometrics achieved in Sec. 1.3. In Sec. 1.4 we describe the structure followed of this document

for a better comprehension. Finally, we dedicate Sec. 1.5 to enumerate the research contributions

originated during the development of this Dissertation.

1.1. Biometrics for Modeling Human-Computer Interaction:

General Outlook

Biometric technologies improve in several ways traditional recognition algorithms based on

passwords or ID cards [Jain et al., 2016]. The advantages of biometric systems are many in terms

of security and convenience of use, which has led these technologies to take on a leading role in

the last years thanks to the massive deployment of smartphones, tablets and other devices. As

an example, the most popular biometric technologies (such as fingerprint, face or iris) have been

linked in general to access control applications or forensic science, but nowadays we can also see

those traditional biometrics incorporated to high-end mobile devices (e.g., Apple’s Touch and

Face ID). This massive deployment of mobile devices has encouraged researchers in recent years

to study the discriminative ability of biometrics patterns associated with the interaction with

this technology [Frank et al., 2013; Tolosana et al., 2020a].

The different biometric modalities are usually divided into two main groups, according to

the nature of the human trait that we are analyzing: physiological and behavioral biometrics.

Physiological biometrics refers to those biometrics focused in the physical measurements of the

human body. These biometrics identify subjects according to their physical aspect, such as

face, fingerprint, hand geometry, retina, or iris among others. On the other hand, behavioral

biometrics are aimed to measure behavioral patterns during human activities or HCI, such

as gait, handwriting, keystroke dynamics or signature among others. Behavioural biometrics

not only identify subjects according to their innate human behaviours when interacting with

devices, but also these biometrics can be applied to identify other aspect of human beings, like

the detection and characterization of different human diseases (e.g., Parkinson, Alzheimer), age

detection, or even for bot detection.

This Thesis is mainly focused on four behavioural biometric research areas: smartphone

biometrics, keystroke dynamics, mouse dynamics, and on-line handwriting.
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Figure 1.1: A summary of the different sensors/signals of smartphone and example applications. In
blue, applications that reveal neuromotor skills, in red, cognitive functions, and in green, applications
revealing behaviors/routines.

1.1.1. Smartphone Biometrics

Smartphones contain many sensors such as accelerometer, gyroscope, gravity sensor, touch-

screen, light sensor, Wi-Fi, Bluetooth, camera, or microphone, among others, which can acquire

information as the user is interacting with it or just carrying it. These sources of information

can be used to model human-machine interaction and describe human features. Fig. 1.1 presents

some examples of different research fields that exploit signals obtained or derived from mobile

sensors.

Touch Gestures: this biometric trait involve all kinds of finger movements that we perform

over the smartphone screen (e.g., swipe, tap, zoom, etc) and has already been used for user

authentication [Fierrez et al., 2018]. More recently, the research community is focusing

on the neuromotor patterns that can be extracted from touch gestures. As an example,

in [Vera-Rodriguez et al., 2019] the authors model the complexity of online signatures over

smartphone touchscreens using the neuromotor patterns associated to touch gestures.

Accelerometer and gyroscope: these sensors are both useful to measure the movements that

the smartphone is exposed to. The accelerometer measures the magnitude and direction

of acceleration forces applied over the mobile device meanwhile the gyroscope measures

orientation. Although these sensors have been studied for mobile user authentication

with good results [Deb et al., 2019]. In the last years these qualities make both sensors

traditionally useful for gait and balance recognition. For example, in [Barra et al., 2018]
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the authors employ these mobile sensors for user recognition trough simple gestures like

answering a call in four different user states: standing, sitting, walking, and running.

In another example, in [Gafurov et al., 2006] the authors extracted gait patterns from a

mobile device attached to the lower part of the leg in three directions: vertical, forward-

backward, and sideways motion. They achieved error rates between 5% and 9% for gait

authentication combining all three acceleration measures. Accelerometer has been also

studied to measure the daily physical activities with the main goal of changing people’s

sedentary lifestyle [Sun et al., 2010].

Wi-Fi, GPS and App Usage: these mobile signals belong to behavioral-based profiling

schemes due to their capacity to provide information about when and where we go and

what we do. They record the events (e.g., Wi-Fi networks, Bluetooth signals, GPS loca-

tions, or application’s name) and the timestamps of their occurrence. This discriminative

information is considered as behavioral biometrics due to their capacity to detect varia-

tions in our daily routines [Patel et al., 2016]. As an example, in [Mahbub and Chellappa,

2016] the authors developed a modified Hidden Markov Model (HMM) to characterize

mobile GPS location histories. They suggest that human mobility can be described as

a Markovian Motion and they make predictions of the next user location taking into ac-

count the sparseness of the data and previous user locations. In a similar way, in [Mahbub

et al., 2019] a variation of HMMs was studied to develop a user authentication mobile

system by exploiting application usage data. The authors state that unforeseen events

and unknown applications provide more discriminatory information in the authentication

process than the most common apps used. In [Li and Bours, 2018c] the authors perform a

template-based matching algorithm for user authentication using the Wi-Fi signals stored

by the smartphone during the day. The fusion at score level with the accelerometer system

achieve authentication error rates under 10%, showing the feasibility of Wi-Fi signals to

assist authentication on mobile devices.

Bluetooth: a mobile signal similar to Wi-Fi, which detects other Bluetooth beacons and

the timestamps of occurrence. However, thanks to their low power consumption and the

fact that works in a short range radio frequency, it is being studied for indoor positioning

based on Radio Signal Strength Indicator (RSSI) Probability Distributions. For example,

in [Pei et al., 2010] the authors applied the Weibull function to approximate the Bluetooth

signal strength distribution in the data training phase.

Others Mobile Sensors: there are less obvious but also useful for modeling human computer

interactions such as the light sensor, which measures the ambient-light level that the

smartphone is exposed to. In [Spreitzer, 2014] the authors demonstrate that minor tilts

and turns in the smartphone cause variations of the ambient-light sensor information.

These variations leak enough information to authenticate personal identification numbers.

Another sensor, the magnetometer, has been also studied to measure the cervical range
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of motion on the horizontal plane using a smartphone placed on the head of the patient

during a clinical trial [Tousignant-Laflamme et al., 2013].

Camera and Microphone: these sensors are two of the most important sensors of the mobile

device. They take photos, selfies, record voice and sounds. These signals are being used

for a wide range of research lines: user recognition [Shi et al., 2011], emotion aware [Chen

et al., 2015], driver attention [Dua et al., 2019], pain detection [Tavakolian et al., 2019],

face tracking [Lin et al., 2019], heart rate estimation [Hernandez-Ortega et al., 2020b],

environmental sound recognition [Demir et al., 2018], and speech recognition [Schuster,

2010] among others. However, their capacity to collect private user information can be

perceived as intrusive.

The literature demonstrates the potential of mobile sensors to model inner human features

(e.g., cognitive functions, neuromotor skills, and human behaviors/routines). These devices

become data hubs that can be used in many different applications related to HCI.

1.1.2. Keystroke Biometrics

Keystroke dynamics is a behavioral biometric trait aimed at recognizing individuals based on

their typing habits. The velocity of pressing and releasing different keys [Banerjee and Woodard,

2012], the hand postures during typing [Buschek et al., 2015], and the pressure exerted when

pressing a key [Acien et al., 2019a] are some of the features taken into account by keystroke

biometric algorithms aimed to discriminate among subjects. Although keystroke biometrics

suffer high intra-class variability for person recognition, especially in free-text scenarios (i.e.,

the input text typed is not fixed between enrollment and testing), the ubiquity of keyboards

as a method of text entry makes keystroke dynamics a near universal modality to authenticate

subjects on the Internet.

Text entry is prevalent in day-to-day applications: unlocking a smartphone, accessing a bank

account, chatting with acquaintances, email composition, posting content on a social network,

and e-learning [Hernandez-Ortega et al., 2020a]. As a means of subject authentication, keystroke

dynamics is economical because it can be deployed on commodity hardware and remains trans-

parent to the user. These properties have prompted several companies to capture and analyze

keystrokes. The global keystroke biometrics market is projected to grow from $129.8 million

dollars (2017 estimate) to $754.9 million by 2025, a rate of up to 25% per year1. As an exam-

ple, Google has recently committed $7 million dollars to fund TypingDNA2, a startup company

which authenticates people based on their typing behavior.

At the same time, the security challenges that keystroke biometrics promises to solve are

constantly evolving and getting more sophisticated every year: identity fraud, account takeover,

sending unauthorized emails, and credit card fraud are some examples3. These challenges are

1https://www.prnewswire.com/news-releases/keystroke
2https://siliconcanals.com/news/
3https://150sec.com/fraudulent-fingertips
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magnified when dealing with applications that have hundreds of thousands to millions of users.

In this context, keystroke biometric algorithms capable of authenticating individuals while inter-

acting with online applications are more necessary than ever. As an example of this, Wikipedia

struggles to solve the problem of ‘edit wars’ that happens when different groups of editors rep-

resent opposing opinions. According to [Yasseri et al., 2012], up to 12% of the discussions in

Wikipedia are devoted to revert changes and vandalism, suggesting that the Wikipedia criteria

to identify and resolve controversial articles is highly contentious. Large scale keystroke biomet-

rics algorithms could be used to detect these malicious editors among the thousands of editors

who write articles in Wikipedia every day. Other applications of keystroke biometric technolo-

gies are found in e-learning platforms; student identity fraud and cheating are some challenges

that virtual education technologies need to address to become a viable alternative to face-to-face

education [Hernandez-Ortega et al., 2020a].

1.1.3. Mouse Dynamics

The mouse is a very common device and its usage is ubiquitous in human-computer inter-

faces. The way we interact using a mouse with a computer conveys biometric information useful

for authentication, especially when combined with other biometric modalities. As an example,

in [Ahmed and Traore, 2007; Gamboa et al., 2007] researchers explored characteristics obtained

from mouse tasks for user recognition. They analyzed 68 global features (e.g., duration, curva-

ture, mean velocity) from mouse dynamics extracted during login sessions. Their results achieve

up to 95% authentication accuracy for passwords with 15 digits. Besides, mouse dynamics can

be combined with keystroke biometrics for continuous authentication schemes [Sim et al., 2007].

The fusion of both biometric modalities has been shown to outperform significantly each indi-

vidual modality achieving up to 98% authentication accuracy [Bailey et al., 2014; Mondal and

Bours, 2017].

Mouse dynamics are rich in patterns not only useful for user authentication, but also these

mouse interactions generate patterns capable of describing neuromotor capacities of the users

(e.g., attitude, emotional state, neuromotor, and cognitive abilities). As an example, in [Mart́ın-

Albo et al., 2016] the authors applied the Sigma-Lognormal Model based on the Kinematic The-

ory [Plamondon, 1995] to compress mouse trajectories. They suggested that mouse movements

are the result of complex human motor control behaviors that can be decomposed in a sum

of primal movements. In addition, in [Chen et al., 2001] the authors studied the relationship

between eye gaze position and mouse cursor position on a computer screen during web browsing

and suggested that there are regular patterns of eye/mouse movements associated to the motor

cortex system. Modeling the user behavior using mouse dynamics is an ongoing challenge with

applications in a variety of fields such as security, e-health, bot detection, or education [Carneiro

et al., 2015; Chu et al., 2018; Hernandez-Ortega et al., 2020a].
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1.1.4. On-line Handwriting

Signature and handwriting have been studied in depth as a biometric trait during the last

30 years [Fierrez and Ortega-Garcia, 2008], especially in the forensic area, where knowing how

to distinguish between genuine and forgery handwriting signatures is a key task, traditionally

carried out by forensic experts [Found et al., 1994]. Nowadays, with the massive deployment

of mobile devices such biometric trait evolves into on-line handwriting (i.e., handwriting per-

formed over touchscreens). In this scenario, the richness and variety of biometrics patterns that

can be extracted from on-line handwriting [Vera-Rodriguez et al., 2015] open a huge range of

new lines of work in this field. Current lines of work focus on improving the interoperability

between devices [Tolosana et al., 2015], the new scenario of writing using the finger over a touch-

screen [Blanco-Gonzalo et al., 2017; Tolosana et al., 2017], the detection of signature complexity

to improve the system performance [Caruana et al., 2021; Tolosana et al., 2020c], analysing the

effect of aging [Tolosana et al., 2019], the application of deep learning techniques for model-

ing handwriting and signature signals [Tolosana et al., 2018], and modeling the cognitive and

neuromotor processes associated with the generation of the handwriting [Ferrer et al., 2016].

1.2. Motivation of the Thesis

During our day-to-day routines we interact with all kinds of devices (e.g., keyboards, smart-

phones, tablets, mouse). This interaction is rich in patterns associated with our innate neuro-

motor features. Modeling this interaction through biometric processing techniques can be useful

for different applications ranging from security to health. According to this, the motivations of

this Thesis aim to answer the following observations:

1.2.1. Modelling Biometric HCI for Security

The first observation comes from the fact that, according to recent studies, about 34% or

more smartphone users did not use any form of authentication mechanism on their devices [Cho

et al., 2017]. In similar studies, inconvenience is always shown to be one of the main reasons

why users do not use any authentication mechanism. In [Harbach et al., 2014], researchers show

that mobile device users spent up to 9% of the time they use their smartphone on unlocking

their screens, and the 2018 Meeker Report indicated that the average smartphone user checks

his/her device 150 times per day. Those factors lead individuals to make less security conscious

decisions like leaving their smartphones unprotected or just protecting them using simple to

break authentication mechanisms (e.g., simple Google unlock graphical patterns vulnerable to

over-the-shoulder attacks [Martinez-Diaz et al., 2016]).

The second observation is strongly related to the first one. This lack of security conscious of

the users with their devices makes mobile web hazards to grow very fast as well. Malicious mal-

ware is also adapting to this new mobile era. Mobile bots employ the capacities of smartphones

affecting multiples types of online services, such as: social media (e.g., mobile bots accounts

9
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propagate fake twitter messages [Chu et al., 2010]), ticketing/travel, e-commerce, finance, gam-

bling, ATO/Fraud, DDoS attacks, and price scrapping among others. These mobile bots use

cellular networks by connecting through cellular gateways1. Mobile bots can perform highly ad-

vanced attacks while remaining hidden in plain sight. In addition, they are very unlikely to be

detected by IP address blocking and more than 5.8% of all mobile devices on cellular networks

are used in malicious bot attacks. In other study2, researchers reveal that mobile fraud reached

150 million global attacks in the first half of 2018 with attack rates rising 24% year-over-year.

The third observation is motivated by the fast proliferation of bot attacks, not only in

mobile devices but also in desktop computer interfaces. As an example, bots are expected to be

responsible for more than 40% of the web traffic with more than 43% of all login attempts to

come from malicious botnets in the next years3. Malicious bots cause billionaire loses through

web scraping, account takeover, account creation, credit card fraud, denial of service attacks,

denial of inventory, and many others. Moreover, bots are used to influence and divide society

(e.g., usage of bots to interfere during Brexit voting day [Gorodnichenko et al., 2018], or to spread

anxiety and sadness during the COVID-19 outbreak4,5 through Twitter). Bots are becoming

more and more sophisticated, being able to mimic human online behaviors. On the other

hand, even though algorithms to distinguish between humans and bots commonly named as

CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart)

are also getting very complex (e.g., Google’s ReCAPTCHA), they present limitations. First of

all, ensuring a very accurate bot detection makes the tasks difficult to perform even for humans.

Second, most of the CAPTCHA systems can be easily solved by the most modern machine

learning techniques. For example, the text-based CAPTCHA was defeated by [Bursztein et al.,

2011] with 98% accuracy using a ML-based system to segment and recognize the text. In [Bock

et al., 2017], the authors designed an AI-based system called unCAPTCHA to break Google’s

most challenging audio reCAPTCHAs. Third, these algorithms process sensitive information and

there are important concerns about how they comply with new regulations such as the European

GDPR6. Fourth, the CAPTCHA systems become a great barrier to people with visual or other

impairments. Finally, the CATPCHA algorithms were originally designed as a task in which

machines had to prove they were human, meanwhile in current CAPTCHA systems humans

have to prove they are not machines (e.g., I’m not a robot from Google’s). This means that the

responsibility to prove the user’s humanity falls over human users instead of bots. At this point,

there is still a large room for improvement towards reliable bot detection able to stop malicious

software not bothering human users during natural web browsing.

1https://resources.distilnetworks.com/reports/mobile-bots-the-next-evolution-of-bad-bots/
2https://www.businesswire.com/news
3https://resources.distilnetworks.com/white-paper-reports/bad-bot-report-2019
4https://www.washingtonpost.com/science/2020/03/17/analysis-millions-coronavirus-tweets-shows-whole-

world-is-sad/
5https://www.sciencealert.com/bots-are-causing-anxiety-by-spreading-coronavirus-misinformation
6https://complianz.io/google-recaptcha-and-the-gdpr-a-possible-conflict/
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1.2.2. Modelling Biometric HCI for Health & Behaviour Applications

The fourth observation comes from the fact that, up to date the process to assess the pro-

gression of Parkinson’s disease (PD) is based on different clinical tests such as the MDS-UPDRS

and H&Y scales, which determines a score according to the level of PD. These scales are rather

subjective and usually limited to evaluate only upper limb motor skills [Rosenblum et al., 2013;

Smits et al., 2014]. Moreover, small variations in the progression are unnoticed thorough these

methods with diagnosis errors over 25%, making more difficult the monitoring of the disease.

On-line handwriting analysis offers the possibility to diagnosis and monitor the PD progression

by analyzing fine motor skills exerted during handwriting tasks, that are not perceptible with

traditional scales. The impairment of these fine motor skill induce symptoms such as micro-

graphia (abnormally small letter size), tremor, rigidity, and postural instability [Thomas et al.,

2017]. As an example, 5% of the patients manifest micrographia before onset of other symptoms,

and up to 30% of those patients report later a worsening in their handwriting skills [McLennan

et al., 1972]. Finally, on-line handwriting offers many advantages: they are simple, less intrusive,

natural, do not need specialized infrastructure and can be administered remotely.

The last observation comes from the fact that the age is a key attribute in user profiling with

direct application on several automatic systems (e.g., parental control, recommender systems,

advertising). The most popular way to know the age of the user is by using online questionnaires

in which the user directly reveals his age. However, this solution assumes: i) honesty on the

response of the users, and ii) that users can read. Both assumptions cannot be guaranteed

because of many practical reasons. Besides the fact that people lie, nowadays children start to

use digital platforms and services before learning to read. In the existing literature, there are

many experiments exploring the use of technology by children, seeking how to improve the design

of adapted interfaces and applications [McKnight and Cassidy, 2012; Tolosana et al., 2021b].

However, modelling and characterising mathematically how children interact with touch devices

and how their conduct differs from the adult’s one is a field that has not been studied deeply

enough.
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1.3. The Thesis and Main Contributions

The research works carried out in this Thesis can be stated as follows:

The latest advances in biometric processing technologies, along with the fast techno-

logical revolution and massive deployment of mobile devices allow the development of

new applications based on Human-Computer Interaction modeling. From this wide

HCI area, the research focus of this Thesis has been in the exploration and proposal of

new applications in biometric behavioral modeling applied to: i) multimodal biomet-

ric user authentication based on mobile sensors and keystroke patterns; ii) modeling

neuromotor skills for age detection and PD characterization; and iii) proposing and

studying a new generation of bot detector methods based on both mobile and desktop

biometric Human-Computer Interactions.

The main contributions of this Thesis are:

User authentication applications: we have performed a complete analysis of how discrim-

inative are behavior-based signals obtained from the smartphone sensors. The main aim

is to evaluate these signals for person recognition. The recognition based on these signals

increases the security of devices, but also implies privacy concerns. We consider seven

different data channels and their combinations. Touch dynamics (touch gestures and

keystroke), accelerometer, gyroscope, Wi-Fi, GPS location and app usage are all collected

during human-mobile interaction to authenticate the users. We evaluate two approaches:

one-time authentication and active authentication. In one-time authentication, we employ

the information of all channels available during one session. For active authentication we

take advantage of mobile user behavior across multiple sessions by updating a confidence

value of the authentication score. Our experiments are conducted on the semi-uncontrolled

UMDAA-02 database. This database comprises of smartphone sensor signals acquired

during natural human-mobile interaction. Our results show that different traits can be

complementary and multimodal systems clearly increase the performance with accuracies

ranging from 82.2% to 97.1% depending on the authentication scenario. These results

confirm the discriminative power of these signals. Moreover, we have studied the perfor-

mance of Recurrent Neuronal Networks (RNN) for keystroke biometric authentication at

large scale in free-text scenarios. Our approach achieves state-of-the-art keystroke biomet-

ric authentication performance with an Equal Error Rate of 2.2% and 9.2% for physical

and touchscreen keyboards, respectively, significantly outperforming previous approaches.

Our experiments demonstrate a moderate increase in error when scaling up to 100,000

the number of subjects employed to evaluate our approach, demonstrating the potential

of TypeNet to operate at an Internet scale. The research line has led to the following

publications: [Acien et al., 2017, 2021b, 2019a, 2020b,c, 2019b].
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Neuromotor modeling for health and behaviour applications: we have explored the suitabil-

ity of the Sigma-Lognormal theory of rapid human movements to model neuromotor skills

exerted during HCI for two applications: i) user classification into children and adults

according to their interaction with touchscreen devices, and ii) we have evaluated the use-

fulness of on-line handwriting patterns as potential biomarkers to model PD by combining

three feature sets extracted from the handwriting signals: neuromotor, global, and nonlin-

ear dynamic features. Regarding the field of children, we have proposed an active detection

approach aimed to continuously monitoring the neuromotor user skills by combining two

set of features derived from Sigma-Lognormal model and global ones. These feature sets

characterize the undeveloped neuromotor skills in children trough touchscreen interaction,

differentiating them from the total maturity of neuromotor skills in adults. The experi-

mentation is conducted on a publicly available database with samples obtained from 89

children between 3 and 6 years old and 30 adults. We have used Support Vector Machine

algorithm (SVM) to classify the resulting features into age groups. The experiments in-

clude single sensor and multi sensor scenarios and fusion scores with temporal features

using data from various smartphones and tablets. The results, with correct classification

rates over 96%, show the discriminative ability of the proposed neuromotor-inspired fea-

tures to classify age groups according to the interaction with touchscreen devices. In active

detection, our method is able to identify a child in only 3 gestures in average. Then, for

the second application based on PD characterization we have employed one of the largest

handwriting database in PD with a total of 935 handwriting tasks collected from 55 PD

patients and 94 healthy controls (45 young and 49 old). Different classifiers are used

to discriminate between PD and healthy subjects: Support Vector Machines (SVM), K-

Nearest Neighbors (kNN), and a Multi-Layer Perceptron (MLP). Our proposed approach

have achieved remarkable performance with classification results between 81% and 97%

of accuracy. The research line has led to the following publications: [Acien et al., 2018;

Castrillon et al., 2019; Hernandez-Ortega et al., 2017].

Bot detection application: With the knowledge acquired during the development of previ-

ous security and neuromotor analysis applications, we propose a new security application

based on the neuromotor analysis of behavioral biometrics: BeCAPTCHA. Specifically, we

have studied the suitability of behavioral biometrics to distinguish between computers and

humans, commonly named as bot detection. To do that, we have presented BeCAPTCHA-

Mouse, a bot detector based on: i) a neuromotor model of mouse dynamics to obtain a

novel feature set for the classification of human and bot samples; and ii) a learning frame-

work involving real and synthetically generated mouse trajectories. We propose two new

mouse trajectory synthesis methods for generating realistic data: i) a knowledge-based

method based on heuristic functions, and ii) a data-driven method based on Generative

Adversarial Networks (GANs) in which a Generator synthesizes human-like trajectories

from a Gaussian noise input. Experiments are conducted on a new testbed also intro-

13



1. INTRODUCTION

duced here and available in GitHub: BeCAPTCHA-Mouse Benchmark; useful for research

in bot detection and other mouse-based HCI applications. Our benchmark data consists

of 15,000 mouse trajectories including real data from 58 users and bot data with various

levels of realism. Our experiments show that BeCAPTCHA-Mouse is able to detect bot

trajectories of high realism with 93% of accuracy in average using only one mouse tra-

jectory. When our approach is fused with state-of-the-art mouse dynamic features, the

bot detection accuracy increases relatively by more than 36%, proving that mouse-based

bot detection is a fast, easy, and reliable tool to complement traditional CAPTCHA sys-

tems. Moreover, we have adapted the BeCAPTCHA method for mobile scenarios. The

heterogeneous flow of data generated during the interaction with the smartphones can be

used also to model human behavior when interacting with mobile devices and improve

mobile bot detection algorithms. For this, we have proposed BeCAPTCHA-Mobile, a

CAPTCHA method based on the analysis of the touchscreen information obtained during

a single drag and drop task in combination with the accelerometer data. The goal of

BeCAPTCHA-Mobile is to determine whether the drag and drop task was realized by a

human or a bot. We evaluate the method by generating fake samples synthesized with

Generative Adversarial Neural Networks and handcrafted methods. Our results suggest

the potential of mobile sensors to characterize the human behavior and develop a new

generation of CAPTCHAs. The experiments are evaluated with HuMIdb (Human Mobile

Interaction database), a novel multimodal mobile database captured in this Thesis that

comprises 14 mobile sensors acquired from 600 users. HuMIdb is freely available to the

research community. The research line has led to the following publications: [Acien et al.,

2020a, 2021a].

1.4. Outline of the Dissertation

This Thesis is divided into five main parts (see Fig. 1.2 for details). Part I is composed

by two chapters; Chapter 1 presents the problem statement and main contributions and Chap-

ter 2 introduces the main materials and methods employed along the Dissertation. There are

three experimental parts: Part II, Part III, and Part IV. Part II is focused on behavioural

biometrics for security applications, in particular keystroke recognition in Chapter 3 and mobile

user authentication in Chapter 4. On the other hand, Part III presents the most relevant HCI

applications develop during the Thesis that take advantage of the neuromotor analysis of these

behavioural biometrics signals, such as age detection in Chapter 5 and Parkinson characteriza-

tion in Chapter 6. In Part IV we combine the research work carried out in the previous parts to

develop a new security application in the bot detection field based on the neuromotor analysis

(Chapter 7). Lastly, Part IV concludes the Dissertation.

Part I: Problem Statement and Contributions

• Chapter 1 first makes a general outlook of behavioural biometrics for modeling
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Figure 1.2: Blocks diagram of the Thesis.

Human-Computer Interaction, taking into special consideration those biometrics traits

employed in this Thesis: smartphone biometrics, mouse dynamics, keystroke biomet-

rics, and on-line handwriting. We finished the chapter by stating the Thesis, giving

an outline of the Dissertation, and summarising the research contributions originated

from this work.

• Chapter 2 introduces the databases, methods and deep architectures employed in the

experimental works of this Dissertation.

Part II: Modelling Biometric Device Interaction for Security Applications

• Chapter 3 explores keystroke biometrics authentication for two scenarios: fixed-text
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where we study factors affecting the performance of keystroke authentication systems

in which the users employ a proprietary password to authenticate, and free-text where

we present TypeNet, a Recurrent Neural Network (RNN) for user authentication at

large scale trained with a moderate number of keystrokes per identity and evaluated

with different learning approaches depending on the loss function, number of gallery

samples, length of the keystroke sequences, and device type.

• Chapter 4 provides a taxonomy of applications that can exploit the biometric signals

originated by mobile sensors in three different dimensions, depending on the main

information content embedded in the signal or signals exploited in the application:

neuromotor skills, cognitive functions, and behaviors/routines. We also develop two

biometric authentication systems: one based on simple linear touch gestures using a

Siamese Recurrent Neural Network architecture, and a second based on the combina-

tion of seven different data channels: touch dynamics (touch gestures and keystroke),

accelerometer, gyroscope, WiFi, GPS location and app usage that are all collected

during HCI.

Part III: Modelling Biometrics Device Interaction for Health & Behaviour Applications

through Neuromotor Analysis

• Chapter 5 studies user classification into children and adults during their interactions

with touchscreen devices. We propose two approaches: i) one time detection approach

in which the classification is performed by employing only one touch gesture; and ii)

active detection approach aimed to continuously monitor the neuromotor user skills

in order to detect a change in the user’s profile as soon as possible, employing the

minimum number of touch gestures possible.

• Chapter 6 explores a new set of handwriting features as potential biomarkers to model

Parkinson Disease (PD). For this, we employ a novel database with data acquired

from PD patients and healthy control (HC) subjects during on-line handwriting tasks

distributed in a 3 years time span. The experiments carried out involve up to three

different feature sets specifically designed for this task and three different classifiers.

Part IV: Improving Security Applications through Neuromotor Analysis

• Chapter 7 studies the suitability of a new generation of CAPTCHA algorithms based

on human-computer interactions named BeCAPTCHA. We propose two different

methods: i) BeCAPTCHA-Mobile that exploits mobile sensor signals to develop a

mobile bot detector; and ii) BeCAPTCHA-Mouse designed for mouse trajectories in

desktop computers.

16



1.5 Detailed Research Contributions

Part V: Conclusions

• Chapter 8 concludes the Thesis summarising the main results obtained and outlining

future research lines.

1.5. Detailed Research Contributions

The research contributions achieved in this Thesis are depicted as follows (journal publica-

tions are in bold):

SECURITY APPLICATIONS.

• A. Acien, A. Morales, J. V. Monaco, R. Vera-Rodriguez and J. Fierrez, “TypeNet: Deep

Learning Keystroke Biometrics”, IEEE Transactions on Biometrics, Behavior, and Identity Sci-

ence (TBIOM) (minor revisions).

• A. Morales, J. Fierrez, A. Acien and R. Tolosana, “SetMargin Loss applied to Deep Keystroke

Biometrics with Circle Packing Interpretation”, Pattern Recognition (major revisions).

• A. Acien, J. V. Monaco, A. Morales, R. Vera-Rodriguez and J. Fierrez, “TypeNet: Scaling up Keystroke

Biometrics”, in Proc. of the IEEE/IAPR Intl. Joint Conf. on Biometrics (IJCB), 2020.

• A. Acien, A. Morales, R. Vera-Rodriguez and J. Fierrez, “Mobile Active Authentication based on Multiple

Biometric and Behavioral Patterns”, T. Bourlai and P. Karampelas and V.M. Patel (Eds.), Securing Social

Identity in Mobile Platforms, Springer, pp. 161-177, 2020.

• A. Acien, A. Morales, R. Vera-Rodriguez and J. Fierrez, “Smartphone Sensors For Modeling Human-Computer

Interaction: General Outlook And Research Datasets For User Authentication”, in Proc. of the EEE Intl.

Workshop on Consumer Devices and Systems (CDS), July 2020.

• A. Morales, A. Acien, J. Fierrez, J. V. Monaco, R. Tolosana, R. Vera-Rodriguez and J. Ortega-Garcia,

“Keystroke Biometrics in Response to Fake News Propagation in a Global Pandemic”, in Proc. of the IEEE

Intl. Workshop on Secure Digital Identity Management (SDIM), July 2020.

• M. Santopietro, R. Vera-Rodriguez, R. Guest, A. Morales and A. Acien, “Assessing the Quality of Swipe

Interactions for Mobile Biometric Systems”, in Proc. of the IEEE/IAPR Intl. Joint Conf. on Biometrics

(IJCB), 2020.

• A. Acien, A. Morales, R. Vera-Rodriguez, J. Fierrez and R. Tolosana, “MultiLock: Mobile Active Authentica-

tion based on Multiple Biometric and Behavioral Patterns”, in Proc. of the ACM Intl. Conf. on Multimedia,

Workshop on Multimodal Understanding and Learning for Embodied Applications (MULEA), pp. 53-59,

Nice, France, October 2019.

• A. Acien, A. Morales, R. Vera-Rodriguez and J. Fierrez, “Keystroke Mobile Authentication: Performance of

Long-Term Approaches and Fusion with Behavioral Profiling”, in Proc. Iberian Conf. on Pattern Recognition

and Image Analysis (IBPRIA), Vol. 11868, pp. 12-24, Madrid, Spain, July 2019.

• A. Acien, J. Hernandez-Ortega, A. Morales, J. Fierrez, R. Vera-Rodriguez and J. Ortega-Garcia, “On the

Analysis of Keystroke Recognition Performance based on Proprietary Passwords”, in Proc. of the 8th Inter-

national Conference on Pattern Recognition Systems (ICPRS-17), pp. 1-6, Madrid, Spain, July 2017.
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NEUROMOTOR ANALYSIS APPLICATIONS.

• A. Acien, A. Morales, J. Fierrez, R. Vera-Rodriguez and J. Hernandez-Ortega, “Active Detec-

tion of Age Groups Based on Touch Interaction”, IET Biometrics, Vol. 8, n. 1, pp. 101-108,

January 2019.

• A. Acien, A. Morales, J. Fierrez, R. Vera-Rodriguez and O. Delgado-Mohatar, “BeCAPTCHA:

Behavioral Bot Detection using Touchscreen and Mobile Sensors benchmarked on HuMIdb”,

Engineering Applications of Artificial Intelligence, Elsevier, 2021.

• A. Acien, A. Morales, J. Fierrez and R. Vera-Rodriguez, “BeCAPTCHA-Mouse: Synthetic

Mouse Trajectories and Improved Bot Detection”, Pattern Reconition (under review).

• A. Acien, A. Morales, J. Fierrez, R. Vera-Rodriguez and I. Bartolome, “BeCAPTCHA: Detecting Human

Behavior in Smartphone Interaction using Multiple Inbuilt Sensors”, in AAAI Workshop on Artificial for

Cyber Security (AICS), New York, USA, February 2020.

• R. Castrillon, A. Acien, J. Orozco-Arroyave, A. Morales, J. Vargas, R. Vera-Rodriguez, J. Fierrez, J. Ortega-

Garcia and A. Villegas, “Characterization of the Handwriting Skills as a Biomarker for Parkinson Disease”, in

Proc. of the IEEE International Conference on Automatic Face & Gesture Recognition (FG 2019) - Human

Health Monitoring Based on Computer Vision, Lille, France, April 2019.

• J. Hernandez-Ortega, A. Morales, J. Fierrez and A. Acien, “Detecting age groups using touch

interaction based on neuromotor characteristics”, IET Electronics Letters, pp. 1-2, September

2017.

SPANISH PATENT APPLICATION.

• BeCAPTCHA (es, P202030066): Método para generar datos de entrenamiento de un módulo detector de bots,

módulo detector de bots entrenado a partir de los datos de entrenamiento generados mediante el método y

sistema de detección de bots.

Other contributions so far related to the problem developed in this Thesis but not presented

in this Dissertation include:

FORENSIC TOOLS.

• R. Vera-Rodriguez, J. Fierrez, J. Ortega-Garcia, A. Acien and R. Tolosana, “e-BioSign Tool: Towards Sci-

entific Assessment of Dynamic Signatures under Forensic Conditions”, in Proc. IEEE 7th International

Conference on Biometrics: Theory, Applications and Systems, BTAS, Arlington, Virginia, USA, 2015.

FACE RECOGNITION.

• A. Acien, A. Morales, R. Vera-Rodriguez, I. Bartolome and J. Fierrez, “Measuring the Gender and Ethnicity

Bias in Deep Models for Face Recognition”, in Proc. of IAPR Iberoamerican Congress on Pattern Recognition

(CIARP), Springer, pp. 584-593, Madrid, Spain, November 2018.
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Chapter 2

Materials and Methods

This chapter describes the main methods, databases and system architectures employed in

this Dissertation and is organized as follows: we first present in Sec. 2.1 the databases em-

ployed on the different biometric modalities, exposing their weakness and strengths as well as

a detailed description of the new database captured for this Dissertation: the Human-Mobile

Interaction database (HuMIdb). Then, we introduce in Sec. 2.2 the Sigma-Lognormal model

and the Active Authentication (AA) algorithm. Lastly, Sec. 2.3 describes the most important

learning architectures used in the experimental framework of this Thesis.

2.1. Databases

In Table 2.1 we summarize all databases employed in this Thesis. For each database, we

include information related to the biometrics modalities captured, the devices employed for the

acquisition task, the number of participants as well as the best performance achieved in the state-

of-the-art works with each database. The databases are divided into two main groups, according

to the acquisition scenario: i) Desktop scenario that includes sensors and interfaces commonly

employed in desktop applications (e.g., physical keyboard, mouse); and ii) Mobile scenario that

includes sensors and interfaces developed for mobile applications (e.g., smartphones, tablets).

2.1.1. Mouse Database

The human mouse trajectories employed in this Thesis for bot detection in desktop computers

(Chapter 7) were extracted from [Shen et al., 2014] database, which is comprised of more than

200K mouse trajectories acquired from 58 participants with 300 sessions per user, each task was

repeated twice in each session. The Acquisition of the data from each subject took between 30

days and 90 days. In each repetition, the task consisted of clicking 8 buttons that appeared in the

screen sequentially. The buttons were placed in a particular order to generate mouse trajectories

with different directions (rightwards, upwards, downwards, and oblique) and different lengths.

We define a mouse trajectory as the mouse displacement that occurs between two click
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Scenario Study Modality # Subjects # Samples/subject Sample Size Supervised Best Acc.

Desktop

Shen et al.
[2014]

Mouse 58 ∼ 3448K ∼ 2 seconds Yes 92.19%

Morales
et al. [2016]

Keystroke 300 20 ∼ 15 keys Yes 95.0%

Dhakal
et al. [2018]

Keystroke 160K 15 ∼ 70 keys No 98.8%

Mobile

Vatavu
et al.
[2015b]

Touchscreen 119 ∼ 34 90 seconds Yes 96.5%

Mahbub
et al. [2016]

HCI (Tou, Acc, Blu,
Cam, Gyr, GPS, Key,
Lig, Mag, Press, Prox,
Temp, Wi-Fi)

48 ∼ 248 ∼ 17 seconds No 97.1%

Palin et al.
[2019]

Keystroke 60K 1 ∼ 20 ∼ 70 keys No 94.7%

Castrillon
et al. [2019]

On-line Handwriting 149 ∼ 6 ∼ 5 seconds Yes 97.0%

Acien et al.
[2021a]

HCI (Tou, Acc, Blu,
Gra, GPS, Gyr, Key,
LAc, Lig, Mag, Mic,
Ori, Prox, Wi-Fi)

600 ∼ 500 ∼ 10 seconds No 90.0%

Table 2.1: Summary of all biometric databases employed in this Dissertation. Modalities: Touch-
screen (Tou), Accelerometer (Acc), Bluetooth (Blu), Front camera (Cam), Gravity (Gra), Gyroscope
(Gyr), GPS, Keystroke (Key), Light sensor (Lig), Linear Accelerometer (LAc), Magnetometer (Mag),
Microphone (Mic), Orientation (Ori), Power consumption (Pow), Pressure (Press), Proximity (Prox),
Temperature (Temp), Wi-Fi.

buttons. Therefore, the mouse movement task is composed of 8 mouse trajectories. The raw

data recorded during the acquisition process was: the mouse position over the screen ({x, y} axis

position in pixels), the event (movement or click), and timestamp of the event. The experiments

presented in this Dissertation are performed using a subset of the database including 35 samples

(randomly chosen) from each of the 58 participants available (more than 5K trajectories in

total).

2.1.2. Keystroke KBOC Database

For the analysis of fixed-text keystroke recognition algorithms (Chapter 3), we employ the

Keystroke Biometrics Ongoing Competition (KBOC) database [Morales et al., 2016] is composed

of keystroke sequences from 300 subjects acquired in 4 different sessions distributed in a 4 months

time span. Thus, three different levels of temporal variability were taken into account: i)

within the same session (the samples are not acquired consecutively), ii) within weeks (between

two consecutive sessions), and iii) within months (between non-consecutive sessions). Each

session comprises 4 case-insensitive repetitions of the subject’s name and surname (2 in the

middle of the session and two at the end) typed in a natural and continuous manner. Note

that passwords based on name and surname are very familiar sequences that are typed almost

on a daily basis. This allows them to reduce the intra-class variability and to increase the

inter-class variability. The database was captured in a university environment, being the vast

majority of acquired subjects proficient in the use of computers and keyboards. No mistakes

were permitted (i.e., pressing the backspace), if the subject gets it wrong, he/she was asked to
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2.1 Databases

start the sequence again. The names of three other subjects in the database were also captured

as forgeries, again with no mistakes permitted when typing the sequence. However, during the

acquisition around 4% of samples (equally distributed among genuine and impostors) presented

inconsistencies that produced different lengths in the sequences. The use of shift keys can vary

the number of keys pressed even if the final result does not change. For example, the sequences

Shift+Shift+a = A and the sequences Shift+a = A have different lengths but same text as

output. They considered these samples as matching and therefore they are part of the database

employed for the competition. The time (in milliseconds) elapsed between key events (press

and release) was provided as the keystroke dynamics sequence. Imitations were carried out in

a cyclical way (i.e., all the subjects imitate the previous subjects, and the first one imitates the

last subjects).

2.1.3. Aalto Keystroke Databases

For free-text keystroke recognition at large scale (Chapter 3) we employ two different keystroke

datasets from the Aalto University: i) [Dhakal et al., 2018] which comprises more than 5GB of

keystroke data collected on desktop keyboards from 168,000 participants; and ii) [Palin et al.,

2019] dataset which comprises almost 4GB of keystroke data collected on mobile devices from

260,000 participants. The same data collection procedure was followed for both datasets. The

acquisition task required subjects to memorize English sentences and then type them as quickly

and accurate as they could. The English sentences were selected randomly from a set of 1,525

examples taken from the Enron mobile email and Gigaword Newswire corpus. The example

sentences contained a minimum of 3 words and a maximum of 70 characters. Note that the

sentences typed by the participants could contain more than 70 characters because each partic-

ipant could forget or add new characters when typing. All participants in the Dhakal database

completed 15 sessions (i.e., one sentence for each session) on either a desktop or a laptop physical

keyboard. However, in the Palin dataset the participants who finished at least 15 sessions are

only 23% (60,000 participants) out of 260,000 participants that started the typing test.

For the data acquisition, the authors launched an online application that records the keystroke

data from participants who visit their webpage and agree to complete the acquisition task (i.e.,

the data was collected in an uncontrolled environment). Press (keydown) and release (keyup)

event timings were recorded in the browser with millisecond resolution using the JavaScript

function Date.now. The authors also reported demographic statistics for both datasets: 72% of

the participants from the Dhakal database took a typing course, 218 countries were involved,

and 85% of the them have English as native language, meanwhile only 31% of the participants

from the Palin database took a typing course, 163 countries were involved, and 68% of the them

were English native speakers.

21



2. MATERIALS AND METHODS

2.1.4. Touchscreen Database

The touchscreen database used [Vatavu et al., 2015b] for age detection (Chapter 5) is a

database with touchscreen activity of both children and adults performing predesigned tasks in

an ad-hoc app. The database comprises samples from different guided activities such as tap,

double tap and drag-and-drop (swipe) tasks. Swipe activities consist in picking one object on

the device screen and moving it to a target area, meanwhile tap activities consist in touching

the screen over a target area for a moment. This kind of tasks has been selected because they

are simple and common neuromotor tasks as they consist in moving the finger on a surface and

also they are widespread gestures in touchscreen device interaction. Multidevice information is

available as long as the participants have completed the tasks in both a smartphone and a tablet.

The dataset is composed by 89 children between 3 to 6 years old and 30 young adults under 25

years old. The mean age of the children is 4.6 years. The total number of samples is 2,912 for

children and 1,157 for adults. To the best of our knowledge, this is the largest database in the

field of interaction with touchscreen technology with children under 6 years old. The main issue

when acquiring data from children activity is to maintain the kids’ attention during a long time

period. The authors of the database have adapted the activities interfaces to make the tasks

more interesting to children. Thank to this, they have managed to obtain a completion rate

near to 100% in tap tasks and above 90% in all types of tasks.

2.1.5. UMDAA-02 Multimodal Database

For mobile user authentication (Chapter 4) we employ UMDAA-02 [Mahbub et al., 2016], a

multimodal mobile database that comprises 141 GB of smartphone sensor signals collected from

48 Maryland University students over a period of 2 months. The participants used a smart-

phone provided by the researchers as their primary device during their daily life (unsupervised

scenario). The sensors captured are touchscreen (i.e., touch gestures and keystroke), gyroscope,

accelerometer, magnetometer, light sensor, GPS, and Wi-Fi, among others. Information related

to mobile user’s behavior such as lock and unlock time events, start and end time stamps of

calls and app usage are also stored. During a session, the data collection application stored the

information provided by the sensors in use. UMDAA-02 contains 10 days of data collection and

248 sessions per participant in average. In each session, the participants spent up to 224 seconds

using their smartphones with an average of 5 data sensors captured.

2.1.6. On-line Handwriting Database

The on-line handwriting database used [Castrillon et al., 2019] for Parkinson characterization

(Chapter 6) contains a total of 935 handwriting tasks collected from 55 PD patients of 60 years

old in average and two groups of healthy participants: one group composed by 49 elderly partic-

ipants (with ages over 50 years) that we will name EHC (Elder Healthy Control), and a second

group of 45 young healthy controls (with ages between 17 and 42 years) namely YHC (Young

Healthy Control). They consider this division into young and elder healthy control participants
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2.1 Databases

Sensors Sampling Rate Features Power Consumption

Accelerometer 200 Hz x, y, z Low

L.Accelerometer 200 Hz x, y, z Low

Gyroscope 200 Hz x, y, z Low

Magnetometer 200 Hz x, y, z Low

Orientation NA L or P Low

Proximity NA cm Low

Gravity NA m/s2 Low

Light NA lux Low

TouchScreen E x, y, p Medium

Keystroke E key, p Medium

GPS NA
Lat., Lon., Alt., Bear-
ing, Accuracy

Medium

WiFi NA
SSID, Level, Info,
Channel, Frenquency

High

Bluetooth NA SSID, MAC Medium

Microphone 8 KHz Audio High

Table 2.2: Description of all sensor signals captured in HuMIdb. E = Event-based acquisition, L =
Landscape, P = Portrait. The timestamp parameter is captured for all sensors.

to differentiate between patterns associated to the PD disease and patterns associated to aging.

Additionally, the PD participants were asked by their medication, the level of Parkinson (in

UPDRS scale) as well as whether they were under their effects at the moment of the acquisition.

In each session the participants were asked to complete 17 different handwriting tasks fol-

lowing a template (e.g., writing words, digits, phrases, drawing figures, and performing a sign).

During the acquisition, the handwriting signals were recorded using a commercial tablet Wacom

Cintiq (13HD Touch, 180 Hz of sampling frequency), which captures different signals including

{x, y} axis position, pressure, in-air movement, and timestamps.

2.1.7. HuMIdB Database

For this Thesis we captured a novel multimodal mobile database called HuMIdb (the Human

Mobile Interaction database), that comprises more than 5 GB from a wide range of mobile sensors

acquired under unsupervised scenario. The database includes 14 sensors (described in Table 2.2)

during natural human-mobile interaction performed by 600 participants. For the acquisition,

we implemented an Android application that collects the sensor signals while the participants

complete 8 simple tasks with their own smartphones and without any supervision whatsoever

(i.e., the participants could be standing, sitting, walking, indoors, outdoors, at daytime or night,

etc.). The acquisition app was launched on Google Play Store and advertised in our research

web site and various research mailing lists. After that, the participants were self-selected around

the globe producing more varied participants than previous state-of-the-art mobile databases.

All data captured in this database have been stored in private servers and anonymized with

previous participant consent according to the GDPR (General Data Protection Regulation).

The different tasks are designed to reflect the most common interaction with mobile devices:
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2. MATERIALS AND METHODS

Figure 2.1: Full set of data generated during one of the HuMIdb task.

keystroke (name, surname, and a pre-defined sentence), tap (press a sequence of buttons), swipe

(up and down directions), air movements (circle and cross gestures in the air), handwriting

(digits from 0 to 9), and voice (record the sentence “I am not a robot”). Additionally, there is

a drag and drop button between tasks.

The acquisition protocol comprises 5 sessions with at least 1-day gap among them. It is

important to highlight that in all sessions, the 1-day gap refers to the minimum time between

one subject finishes a session and the next time the app allows to have the next session. At

the beginning of each task, the app shows a brief pop-up message explaining the procedure

to complete each task. The application also captures the orientation (landscape/portrait) of

the smartphone, the screen size, resolution, the model of the device, and the date when the

session was captured. Regarding the age distribution, 25.6% of the participants were younger

than 20 years old, 49.4% are between 20 and 30 years old, 19.2% between 30 and 50 years

old, and the remaining 5.8% are older than 50 years old. Regarding the gender, 66.5% of the

participants were males, 32.8% females, and 0.7% others. Participants performed the tasks from

14 different countries (52.2%/47.0%/0.8% are European, American, and Asian respectively)

using 600 different devices.

Fig. 2.1 shows an example of the handwriting task (for digit “5”) and the information col-

lected during the task. Note how a simple task can generate a heterogeneous flow of information

related with the user behavior: the way the user holds the device, the power and velocity of the

gesture, the place, etc. The richness in number of sensors acquired and population diversity of

HuMIdb offer many other research possibilities. In this Thesis we will employ HuMIdb for the

development of a new bot detection algorithm for mobile devices in Chapter 7. However, some

of the possible research lines to explore beyond bot detection with this dataset include:

Demographic modeling : HuMIdb comprises users from the 4 continents and 14 different

countries. The database is diverse in gender and age of the participants.
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2.2 Methods

Parameter Description

Di Input pulse: covered distance

t0i Initialization time: displacement in the time axis

µi Log-temporal delay

σi Impulse response time of the neuromotor system

θsi Starting angle of the stroke

θei Ending angle of the stroke

Table 2.3: Sigma-Lognormal parameters description.

Cross-sensor interoperability : HuMIdb includes signals from 600 (one per user) different

devices, with a total of 230 different smartphone models. Analyzing the impact of different

device characteristics on human behavior is a challenging research line.

User recognition: HuMIdb comprises behavioral patterns from 600 users. Continuous

authentication based on biometric behavioral patterns is a popular research line with

applications in the security market.

2.2. Methods

2.2.1. The Sigma-Lognormal Model

The Sigma-Lognormal model [Fischer and Plamondon, 2017] from the kinematic theory of

rapid human movements [Plamondon, 1995] allows to describe and characterize neuromotor-

fine hand skills exerted during Human-Computer interactions. This model has been applied

successfully in the past to handwriting tasks like handwritten signature [Djioua and Plamondon,

2008; Ferrer et al., 2014]. In this Thesis we will apply the Sigma-Lognormal model to extract

neuromotor features from swipe gestures (Chapter 5), on-line handwriting (Chapter 6), and

mouse movements (Chapter 7).

The model states that the velocity profile of the human hand movements can be decom-

posed into primitive strokes with a Lognormal shape that describes well the nature of the hand

movements ruled by the motor cortex. The velocity profile of these strokes is modeled as:

|~vi (t)| = Di√
2πσi (t− t0i)

exp

(
(ln (t− t0i)− µi)2

−2σ2
i

)
(2.1)

where the parameters are described in Table 2.3. The velocity profile of the entire hand move-

ment is calculated as the sum of all these individual strokes:

~vr (t) =

N∑
i=1

~vi (t) (2.2)

where N is the number of velocity strokes considered in the model. A complex hand movement

like swipe gesture or mouse trajectory, is a summation of these lognormals, each one character-
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Figure 2.2: An example of the Lognormal decomposition of a swipe gesture. The blue line is the velocity
profile of the swipe gesture provided as input to the Sigma-Lognormal model, which generates as output
the lognormal signals (the green dashed lines) extracted from the velocity profile. The red dashed line is
the reconstruction of the original velocity profile from the lognormal signals.

ized by the six parameters in Table 2.3. An example of this is shown in Fig. 2.2 with a swipe

gesture, where the blue line is the velocity profile |~v (t)| of the swipe gesture, which is used as

the input of the Sigma-Lognormal model. The green dashed lines correspond to the individ-

ual lognormal signals |~vi (t)| generated as in [Fischer and Plamondon, 2017], which describes

a method to automatically estimate both N and the parameters in Table 2.3 from an input

trajectory |~v (t)|. Finally, the red dotted line |~vr (t)| is the reconstruction of the original veloc-

ity profile by summing all these generated individual lognormal signals. We can observe that

the reconstructed signal matches almost perfectly with the original velocity profile of the swipe

gesture, suggesting the potential of the Sigma-Lognormal model to describe hand movements.

Lognormals with a high amplitude are typically observed during the first part of the movement

(agonist and antagonist activations), while smaller lognormals occur during the fine correction.

The differences in lognormal sizes provide us information about the length of the trajectory

(long trajectories have usually larger velocities).

The neuromotor feature set proposed is computed from the six lognormal parameters de-

scribed in Table 2.3. The swipe gesture N lognormal signals and each lognormal generates those

6 parameters from Table 2.3. For each parameter, we calculate 6 features: maximum, minimum,

and mean for both halves of the trajectory. This is done because in natural swipe gestures

the lognormal parameters are usually very different between both halves of a given trajectory.

Additionally, we added the number of lognormals N that each swipe trajectory generates as

an additional feature. This additional feature measures the complexity of the trajectory [Vera-

Rodriguez et al., 2019], having many lognormals means that the swipe trajectory has many

changes in the velocity profile while few of them usually indicates more basic and soft trajecto-

ries (as we will see in Chapter 5). The neuromotor feature set extracted for swipe gestures can

be extrapolated with little modifications, as we will see later, to other hand movements such as
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mouse trajectories or on-line handwriting tasks.

2.2.2. Active Authentication Algorithm

Active Authentication (AA) refers to those experiments where we take a sequence of events

during a period of time to detect a change in the user profile (e.g., the device has been stolen and

the impostor user starts to operate with it). In this Thesis we will apply the AA algorithm for

continuous mobile authentication (Chapter 4), and continuous monitoring for children detection

(Chapter 5). For AA experiments we consider the QCD algorithm (Quickest Change Detection)

as explained in [Perera and Patel, 2017a]. The QCD-based algorithm updates a confidence

score based on previous events (e.g., smartphone session, swipe gesture, keystroke sequence) by

performing a cumulative sum of scores. This cumulative sum will be almost zero if the scores

belong to the genuine user, and will grow if an impostor takes the control, until it reaches a

certain threshold that would detect the intruder. The cumulative sum is calculated as follow:

scoreAAj = max(scoreAAj−1 + Lj , 0) (2.3)

where j means the actual event and scoreAAj−1 is the previous cumulative score. Lj is the contri-

bution of the actual event calculated as the log-likelihood ratio between score distributions:

Lj = log(
fI(scorej)

fG(scorej)
) (2.4)

where fG and fI are the probability distributions of the genuine and impostor scores respectively

calculated previously in the OTA (One-Time Authentication) scenario (see Fig. 2.3 left), and

scorej is the OTA score of the actual event. According to Eq. 2.4, the log-likelihood ratio Lj will

be negative if scorej belongs to a genuine user and positive in the opposite case, and therefore,

multiple consecutive events of an impostor will increase the cumulative sum scoreAAj . Fig. 2.3

depicts an example of scoreAAj evolution. At the time the mobile starts to be operated by an

intruder (event number sixteen in Fig. 2.3 right) the scoreAAj (j > 16) will tend to increase until

reaching the threshold. The selection of the threshold to calculate when the user is detected

as an impostor is crucial in performance terms: a high threshold could decrease the number of

false detections (genuine user detected as an impostor), but also it could increase the time delay

(time between the impostor user starts to operate the device till he is detected).

In order to choose the best threshold, we will employ ADD (Average Detection Delay), PFD

(Probability of False detection) and PND (Probability of Non Detection) curves, previously used

in [Perera and Patel, 2016]. ADD curves show the number of samples necessary to detect an

impostor as a function of the threshold. On the other hand, PFD curves depict the percentage

of false detection. It means that scoreAAj reaches the intruder detection threshold during a

genuine session sequence, PFD is similar to FMR (False Match Rate) in OTA. Finally, the PND

(Probability of Non Detection) curve depicts the percentage of impostor who are not detected

by the system. It means that scoreAAj does not reach the intruder detection threshold during
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Figure 2.3: Left: Probability distribution of genuine and impostors scores for OTA scenario. The score
scorej shows that fI(scorej) is higher than fG(scorej) so the log likelihood ratio Lj will be positive. Right:
an example of QCD-based curve with a sequence of 30 events (15 genuine and 15 impostors). The dashed
line is the intruder detection threshold and the grey box shows the Detection Delay (DD).

the intruder sessions sequence, PND is similar to FNMR (False Non-Match Rate) in OTA.

2.3. Deep Architectures

This section describes the most important Deep Neuronal Network architectures employed

in this Dissertation, as well as their learning frameworks. Owing to the nature of the majority of

biometric signals we will employ have a temporal evolution, the Recurrent Neuronal Networks

(RNNs) plays an important role thorough the entire Thesis and will be employed several times:

in mobile authentication with swipe gestures (Chapter 4), for keystroke recognition (Chapter 3),

and bot detection (Chapter 7). Although some implementation details varies from work to work,

the main architectures are depicted as follows:

2.3.1. The Recurrent Architecture

RNNs have demonstrated to be one of the best algorithms to deal with temporal data and are

well suited for keystroke sequences [Deb et al., 2019; Lu et al., 2019], touchscreen signals [Acien

et al., 2021a] or handwriting signatures [Tolosana et al., 2020b, 2021c] among others.

Our standard RNN architecture employed in this Thesis is depicted in Fig. 2.4. It is composed

of two Long Short-Term Memory (LSTM) layers of 128 units (tanh activation function). Between

the LSTM layers, we perform batch normalization and dropout rate of 0.5 to avoid overfitting.

Additionally, each LSTM layer has a recurrent dropout rate of 0.2.

One constraint when training a RNN using standard backpropagation through time applied

to a batch of sequences is that the number of elements in the time dimension (e.g., number of

keystrokes in the keystroke sequence or number of samples in the touchscreen gesture) must

be the same for all sequences. We set the size of the time dimension to M . In order to train

the model with sequences of different lengths N within a single batch, we truncate the end of
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Figure 2.4: The architecture of the RNNs for temporal sequences. The input x is a time series with
shape M × F (# samples × # features) and the output f(x) is an embedding vector with shape 1× 128.

the input sequence when N > M and zero pad at the end when N < M , in both cases to the

fixed size M . Error gradients are not computed for those zeros and do not contribute to the

loss function at the output layer as a result of the masking layer shown in Fig. 2.4. Finally, the

output of the model f(x) is an array of size 1× 128 that we will employ later as an embedding

feature vector to recognize subjects.

The RNN models can be trained following three different approaches, according to the loss

functions employed to train them: Softmax loss, which is widely used in classification tasks;

Contrastive loss, a loss for distance metric learning based on two samples [Hadsell et al., 2006];

and Triplet loss, a loss for metric learning based on three samples [Weinberger and Saul, 2009].

These are defined as follows:

Softmax loss: let xi be a temporal sequence of individual Ii, and let us introduce a

dense layer after the embeddings aimed at classifying the individuals used for learning

(see Fig. 2.5.a). The Softmax loss is applied as

LS = − log

 e
fCIi

(xi)

C∑
c=1

efCc (xi)

 (2.5)

where C is the number of classes used for learning (i.e., identities), fC = [fC1 , . . . , f
C
C ], and

after learning all elements of fC will tend to 0 except fCIi (xi) that will tend to 1. Softmax

is widely used in classification tasks because it provides good performance on closed-set

problems. Nonetheless, Softmax does not optimize the margin between classes. Thus,

the performance of this loss function usually decays for problems with high intra-class

variance. In order to train the architecture proposed in Fig. 2.4, we have added an output
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Figure 2.5: Learning architecture for the different loss functions a) Softmax loss, b) Contrastive loss,
and c) Triplet loss. The goal is to find the most discriminant embedding space f(x).

classification layer with C units (see Fig. 2.5.a). During the training phase, the model will

learn discriminative information from the input sequences and transform this information

into an embedding space where the embedding vectors f(x) (the outputs of the model) will

be close in case both inputs sequences belong to the same subject (genuine pairs), and far

in the opposite case (impostor pairs).

Contrastive loss: let xi and xj each be a temporal sequence that together form a pair

which is provided as input to the model. The Contrastive loss calculates the Euclidean

distance between the model outputs,

d(xi,xj) = ‖f(xi)− f(xj)‖ (2.6)

where f(xi) and f(xj) are the model outputs (embedding vectors) for the inputs xi and xj ,

respectively. The model will learn to make this distance small (close to 0) when the input

pair is genuine and large (close to α) for impostor pairs by computing the loss function

LCL defined as follows:

LCL = (1− Lij)
d2(xi,xj)

2
+ Lij

max2 {0, α− d(xi,xj)}
2

(2.7)

where Lij is the label associated with each pair that is set to 0 for genuine pairs and 1

for impostor ones, and α ≥ 0 is the margin (the maximum margin between genuine and

impostor distances). The Contrastive loss is trained using a Siamese architecture (see

Fig. 2.5.b) that minimizes the distance between embeddings vectors from the same class

(d(xi,xj) with Lij = 0), and maximizes it for embeddings from different class (d(xi,xj)

with Lij = 1).
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Figure 2.6: The proposed architecture to train a GAN Generator of synthetic sequences. The Generator
learns the features of the real sequences from the database and generate real-like ones from Gaussian
Noise. Note that the weights of the Discriminator wD are trained after the update of the weights of the
Generator wG.

Triplet loss: the Triplet loss function enables learning from positive and negative compar-

isons at the same time (note that the label Lij eliminates one of the distances for each

pair in the Contrastive loss). A triplet is composed by three different samples from two

different classes: Anchor (A) and Positive (P) are different sequences from the same sub-

ject, and Negative (N) is a sequence from a different subject. The Triplet loss function is

defined as follows:

LTL = max
{

0, d2(xiA,x
i
P)− d2(xiA,x

j
N) + α

}
(2.8)

where α is a margin between positive and negative pairs and d is the Euclidean distance

calculated with Eq. 2.6. In comparison with Contrastive loss, Triplet loss is capable of

learning intra- and inter-class structures in a unique operation (removing the label Lij).

The Triplet loss is trained using an extension of a Siamese architecture (see Fig. 2.5.c) for

three samples. This learning process minimizes the distance between embedding vectors

from the same class (d(xA,xP)), and maximizes it for embeddings from different classes

(d(xA,xN)).

2.3.2. The GAN Architecture

The GAN (Generative Adversarial Network) architecture is composed by two neuronal net-

works, commonly named Generator (defined by its parameters wG) and Discriminator (defined

by its parameters wD), that are trained one against the other. The architecture of the GAN is

depicted in Fig. 2.6 and will be employed in Chapter 7 to generate synthetic mouse trajectories

and synthetic swipes gestures. The aim of the Generator is to fool the Discriminator by gener-

ating fake sequences very similar to the real ones. The sampling rate is determined by the real

sequence used in the learning framework. Therefore, the synthesized sequences are generated
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with the same sampling rate. Other frequencies can be obtained subsampling the generated

ones or re-training the GAN for a different sampling rate. The input of the Generator consist

of a seed vector of R random numbers. The output of the Generator are two coordinate vec-

tors {x̂, ŷ} (i.e., the coordinates of the synthetic swipe gesture or mouse trajectory generated)

with length equal to M (M can be fixed to generate different sequence lengths). The input of

the Discriminator consists of a batch including two types of sequence: 1) Synthetic: sequences

generated by the Generator ({x̂, ŷ}); 2) Real : sequences chosen randomly from the database

{x, y}. The aim of the Discriminator is to predict whether the sequences comes from the real

set or is a fake created by the Generator. During the training phase, the GAN architecture will

improve the ability of the Generator to fool the Discriminator. This architecture turns latent

space points defined by the random seed into a classification decision: ‘Synthetic’ (from the

Generator) or ‘Human’. This learning process is guided by the real sequences.

The topology employed in the Discriminator consist of two LSTM (Long Short-Term Mem-

ory) layers (with 128 and 64 units respectively, with ‘LeakyReLU ’ activation) followed by a dense

layer (with 1 unit and ‘Sigmoid ’ activation), very similar to the RNN model depicted previously

in Sec. 2.3.1. The dense layer of the Discriminator is used as a classification layer to distinguish

between fake and real sequences (‘Binary Cross-Entropy ’ loss function). For the Generator, we

employ two LSTM layers (with 128 and 64 units respectively, with ‘ReLU ’ activation) followed

by a dense layer with ‘TimeDistributed ’ activation.
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Chapter 3

User Authentication based on

Keystroke Biometrics

We dedicate this chapter to go deep on the analysis of keystroke biometrics for the two

scenarios: fixed-text, where the keystroke sequence typed by the subject is prefixed, such as a

username or password, and free-text, where the keystroke sequence is arbitrary, such as writing

an email or transcribing a sentence with typing error.

For fixed-text scenario, we study factors affecting the keystroke recognition performance with

proprietary passwords. Despite the great efforts made during the last decades, the performance

of keystroke recognition systems is far from the performance achieved by traditional hard bio-

metrics. This is very pronounced for some users, who generate many recognition errors even

with the most sophisticate recognition algorithms. Our purpose here is to study factors affecting

the performance of users for approaches in which each user employ a proprietary password based

on familiar information to authenticate.

For free-text scenarios we present TypeNet, a new keystroke biometric authentication algo-

rithm based on Long Short-Term Memory (LSTM) networks to authenticate users at large scale.

The literature on free-text keystroke biometrics is extensive, but to the best of our knowledge,

previous systems have only been evaluated with up to several hundred subjects and cannot deal

with the recent challenges that massive usage applications are facing. TypeNet outperforms pre-

vious state-of-the-art keystroke biometric authentication approaches when scaling the number

of users to authenticate, demonstrating the potential of TypeNet to operate at large scale.

The chapter is organized as follows: we first summarize in Sec. 3.1 related works in keystroke

dynamics. Then, we present in Sec. 3.2 the results for the fixed-text study and the conclusions

achieved. Finally, we introduce TypeNet in Sec. 3.3 and evaluates its performance for different

devices and set-ups.
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Study Scenario #Subjects #Seq. Sequence Size #Keys Best Performance

Monrose and Rubin
[1997]

Desktop 31 N/A N/A N/A Acc. = 23%

Gunetti and Picardi
[2005]

Desktop 205 1 ∼ 15 700 ∼ 900 keys 688K EER = 7.33%

Gascon et al. [2014] Mobile 315 1 ∼ 10 ∼ 160 keys 67K EER= 10.0%

Ceker and Upad-
hyaya [2016]

Desktop 34 2 ∼ 7K keys 442K EER = 2.94%

Morales et al. [2016] Desktop 300 20 ∼ 15K keys 90K EER = 4.68%

Murphy et al. [2017] Desktop 103 N/A 1,000 keys 12.9M EER = 10.36%

Monaco and Tappert
[2018]

Both 55 6 500 keys 165K EER = 0.6%

Lu et al. [2019] Desktop 75 3 ∼ 5,700 keys 1,2M EER = 3.04%

Deb et al. [2019] Mobile 37 180K 3 seconds 6.7M 81.61% TAR at 0.1% FAR

Kim and Kang [2020] Mobile 50 20 ∼ 200 keys 200K EER = 0.05%

Ours (2020) Both 228K 15 ∼ 70 keys 199M EER= 2.2%

Table 3.1: Comparison among different keystroke datasets employed in relevant related works. N/A =
Not Available. Acc = Accuracy, EER = Equal Error Rate, TAR = True Acceptance Rate, FAR = False
Acceptance Rate.

3.1. State-of-the-art on Keystroke Authentication

The measurement of keystroke dynamics depends on the acquisition of key press and release

events. This can occur on almost any commodity device that supports text entry, including

desktop and laptop computers, mobile and touchscreen devices that implement soft (virtual)

keyboards, and PIN entry devices such as those used to process credit card transactions. Gen-

erally, each keystroke (the action of pressing and releasing a single key) results in a keydown

event followed by keyup event, and the sequence of these timings is used to characterize an

individual’s keystroke dynamics. Within a web browser, the acquisition of keydown and keyup

event timings requires no special permissions, enabling the deployment of keystroke biometric

systems across the Internet in a transparent manner.

Biometric authentication algorithms based on keystroke dynamics for desktop and laptop

keyboards have been predominantly studied in fixed-text scenarios where accuracies higher than

95% are common [Morales et al., 2016]. Approaches based on sample alignment (e.g., Dynamic

Time Warping) [Morales et al., 2016], Manhattan distances [Monaco, 2016], digraphs [Bergadano

et al., 2002], and statistical models (e.g., HMMs) [Ali et al., 2016] have shown to achieve the

best results in fixed-text.

Nevertheless, the performances of free-text algorithms are generally far from those reached

in the fixed-text scenario, where the complexity and variability of the text entry contribute

to intra-subject variations in behavior, challenging the ability to recognize subjects [Sim and

Janakiraman, 2007]. In [Monrose and Rubin, 1997], authors proposed a free-text keystroke algo-

rithm based on subject profiling by using the mean latency and standard deviation of digraphs

and computing the Euclidean distance between each test sample and the reference profile. Their

results worsened from 90% to 23% of correct classification rates when they changed both subject
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profiles and test samples from fixed-text to free-text. In [Gunetti and Picardi, 2005], the authors

extended the previous algorithm to n-graphs. They calculated the duration of n-graphs common

between training and testing and defined a distance function based on the duration and order

of such n-graphs. Their results of 7.33% classification error outperformed the previous state

of the art. Nevertheless, their algorithm needs long keystroke sequences (between 700 and 900

keystrokes) and many keystroke sequences (up to 14) to build the subject profile, which limits

the usability of that approach. More recently, in [Murphy et al., 2017] the authors collected

a very large free-text keystroke dataset (∼ 2.9M keystrokes) and applied the Gunetti and Pi-

cardi algorithm achieving 10.36% classification error using sequences of 1,000 keystrokes and 10

genuine sequences to authenticate subjects. The effect of the data size on the performance of

free-text keystroke algorithms has been studied by [Huang et al., 2015]. Their results suggested

that a sample size of 10,000 keystrokes for the reference profile and 1,000 keystrokes for the test

sample are needed to achieve good authentication performance for those algorithms based on

n-graph features. The main drawback when using large keystroke sequences was that the subject

needed on average six minutes of typing to generate a valid sample. Finally, in [Ayotte et al.,

2020] the authors implemented a new metric based on Random Forest classifier to select the best

features for keystroke recognition when using digraph algorithms. Their results on the Clarkson

II ([Murphy et al., 2017]) dataset achieved a 7.8% EER with 200 digraphs, demonstrating the

potential of such algorithms with an appropriate selection of the keystroke features.

More recently than the pioneering works of Monrose and Gunetti, some algorithms based

on statistical models have shown to work very well with free-text, like the Partially Observable

Hidden Markov Model (POHMM) [Monaco and Tappert, 2018]. This algorithm is an extension

of the traditional HMM, but with the difference that each hidden state is conditioned on an

independent Markov chain. This algorithm is motivated by the idea that keystroke timings

depend both on past events and the particular key that was pressed. Performance achieved

using this approach in free-text is close to fixed-text, but it again requires several hundred

keystrokes and has only been evaluated with a database containing less than 100 subjects.

Unlike physical keyboards, touchscreen keyboards support a variety of input methods, such

as swipe which enables text entry by sliding the finger along a path that visits each letter and

lifting the finger only between words. The ability to enter text in ways other than physical key

pressing has led to a greater variety of text entry strategies employed by typists [Palin et al.,

2019]. In addition to this, mobile devices are readily equipped with additional sensors which

offer more insight to a users keystroke dynamics. This includes the touchscreen itself, which

is able to sense the location and pressure, as well as accelerometer, gyroscope, and orientation

sensors.

Like desktop keystroke biometrics, many mobile keystroke biometric studies have focused on

fixed-text sequences [Teh et al., 2016]. Some recent works have considered free-text sequences

on mobile devices. In [Gascon et al., 2014], the authors collected freely typed samples from

over 300 participants and developed a system that achieved a True Acceptance Rate (TAR)

of 92% at 1% False Acceptance Rate (FAR) (an EER of about 10%). Their system utilized
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accelerometer, gyroscope, time, and orientation features. Each user typed an English pangram

(sentence containing every letter of the alphabet) approximately 160 characters in length, and

classification was performed by Support Vector Machine (SVM). In [Kim and Kang, 2020], the

authors utilized microbehavioral features to obtain an EER below 0.05% for 50 subjects with a

single reference sample of approximately 200 keystrokes for both English and Korean input. The

microbehavioral features consist of angular velocities along three axes when each key is pressed

and released, as well as timing features and the coordinate of the touch event within each key.

Because mobile devices are not stationary, mobile keystroke biometrics depend more heavily

on environmental conditions, such as the user’s location or posture, than physical keyboards

which typically remain stationary. This challenge of mobile keystroke biometrics was examined

in [Crawford and Ahmadzadeh, 2017]. They found that authenticating a user in different posi-

tions (sitting, standing, or walking) performed only slightly better than guessing, but detecting

the user’s position before authentication can significantly improve performance.

Nowadays, with the proliferation of machine learning algorithms capable of analysing and

learning human behaviors from large scale datasets, the performance of keystroke dynamics in

the free-text scenario has been boosted. As an example, [Ceker and Upadhyaya, 2016] the authors

propose a combination of the existing digraphs method for feature extraction plus an SVM

classifier to authenticate subjects. This approach achieves almost 0% error rate using samples

containing 500 keystrokes. These results are very promising, even though it was evaluated using

a small dataset with only 34 subjects. In [Deb et al., 2019], the authors employ an RNN within

a Siamese architecture to authenticate subjects based on 8 biometric modalities on smartphone

devices. They achieved results in a free-text scenario of 81.61% TAR at 0.1% FAR using just

3 second test windows with a dataset of 37 subjects.In other work [Giot and Rocha, 2019], the

authors tested the Siamese architecture for verification in a fixed-text scenario by employing

the CMU dataset ([Killourhy and Maxion, 2009]), achieving poor results of 31% ERR with 200

enrollment samples per subject over a population of 51 subjects and exposing the limitations of

RNN architectures in fixed-text keystroke authentication.

In [Çeker and Upadhyaya, 2017], the authors employed CNN (Convolutional Neural Net-

work) with Gaussian data augmentation technique for fixed-text keystroke authentication over

a population of 267 subjects. Their results of 2.02% EER in the best scenario suggest the

combined benefit of CNN architectures and data augmentation for keystroke biometric systems.

Finally in [Lu et al., 2019], the authors combined a CNN with a RNN architecture. They ar-

gued that adding a 1D convolutional layer at the top of the RNN architecture makes the model

able to extract higher-level keystroke features that are processed by the following RNN layers.

Their results tested with the SUNY Buffalo ([Sun et al., 2016]) dataset showed a relative error

reduction of 35% (from 5.03% to 2.67% EER) when employing the 1D convolutional layer with a

population of 75 users and keystrokes sequences of 30 keys. The main drawback of this method

is that they need to train an independent model for each subject in order to extract enough

high-level keystroke features from the subject.

Previous works in free-text keystroke dynamics have achieved promising results with up to
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several hundred subjects (see Table 3.1), but they have yet to scale beyond this limit and leverage

emerging machine learning techniques that benefit from vast amounts of data.

3.2. On the Analysis of Keystroke Recognition Performance

based on Proprietary Passwords

The performance of fixed-text keystroke authentication systems are difficult to predict for

some users [Morales et al., 2014]. There is a large margin between performance of different users

and it is possible to observe users with performances 10 time worse than others independently

of the fixed-text keystroke authentication systems employed. The reasons of this variable per-

formance have attracted the interest of researchers [Mondal et al., 2013; Montalvão et al., 2015;

Morales et al., 2014; Syed et al., 2011].

In this section we extend the previous studies by: i) analyzing different factors that affect the

keystroke recognition performance for scenario in which each user type a proprietary password

(300 passwords); ii) we employ one of the largest databases available with 300 users acquired in

4 different sessions and four state-of-the art algorithms recently evaluated during the Keystroke

Biometrics Ongoing Competition (see Sec. 2.1.2 for database details); iii) we provide new insights

on keystroke recognition performances including results that contradict what has been known

to date about the length of the passwords and its performances.

3.2.1. Experimental Protocol

The experimental protocol used in this section is the same proposed during the KBOC Com-

petition [Morales et al., 2016]. It is based on the following steps, for each user: i) Participants

have 4 training samples (genuine samples from the 1st session) as enrolment data. ii) 20 test

samples (genuine and impostor samples randomly selected from remaining samples not used for

training) are used to evaluate the performance of the systems. The number of genuine and im-

postor samples per user varies between 8 and 12 (but the sum is equal to 20 for all of them). This

variable number of genuine and impostor samples helps to avoid algorithms that exploit cohort

information. iii) Each test sample is labelled with its corresponding user model and performance

is evaluated according to the verification task (one to one comparisons). The performance is

evaluated in the form of user-dependent EER. The EER has been calculated independently for

each of the 300 subjects (300 different decision thresholds). The final EER value is the average

of the individual EER from all subjects.

We will analyze the performance of 4 state-of-the-art keystroke recognition systems evalu-

ated during the KBOC Competitions [Loy et al., 2005; Morales et al., 2016]. The systems were

submitted by 4 different participants. We have chosen the best system from each participant

among the 31 systems submitted during the competition (see [Morales et al., 2016] for details).

Table 3.2 shows the performance of all 4 systems according to the experimental protocol pro-

posed. This performance will be used as baseline for the rest of experiments of this section. The
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System Baseline Good Users Bad Users

P1 11.3 6.1 25.3

P2 8.9 4.6 25.8

P3 14.7 5.5 24.8

P4 4.6 3.1 23.9

Table 3.2: Baseline equal error rates (%) per user for all systems and averaged for good and bad
users. The threshold calculated to discriminate between both groups was 10% EER for all systems. P =
Participant #.

Figure 3.1: Probability distribution of Equal Error Rate (averaged from all 4 systems) among the
database population.

results show a large difference between the performance of the Participant 4 (P4) and the rest

of participants. The largest differences between participants lie in the pre-processing (sequence

alignment and feature normalization) and post-processing techniques (score normalization) ap-

plied. The score normalization applied by P4 allows reducing the EER up to 4.62%. In the

next sections we will analyze different factors affecting the performance of keystroke recognition

systems at three levels: Classification level (by analyzing the scores obtained by the systems),

Feature level (by analyzing the features used as input for the systems) and Score level (by

analyzing techniques used for score normalization).

3.2.2. Results: Performance Analysis at Classification Level

Baseline: the performance of keystroke dynamics is strongly user-dependent. As an exam-

ple, Fig. 3.1 shows the probability distribution of the EER (averaging the performance of

all 4 systems) obtained independently for each of the 300 users. The results show a large

margin between performances of different users (from 0% to 35% of EER). In addition, it

is remarkable the large number of users with 0% of EER for all 4 systems (around 20% of

users). The final aim of this section is to find the main factors affecting this large difference

between performances obtained among users.

Good vs. Bad Users: in order to analyze the performance of users, the database was
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P1 P2 P3 P4

P1 100 48.5 42.5 42.0

P2 72.1 100 57.7 54.9

P3 36.0 32.5 100 30.0

P4 94.2 82.2 79.5 100

P1 P2 P3 P4

P1 100 86.0 75.8 95.3

P2 68.7 100 61.7 78.5

P3 80.4 81.9 100 86.0

P4 47.7 49.1 40.5 100

Table 3.3: Confusion matrix for good users (left) and bad users (right). System P4 (row 4) has the
largest number of good users in comparison with the others systems.

Figure 3.2: Probability distributions of classifications scores (left) and length of passwords (right) for
good and bad users (curves averaged from all four systems).

divided into two groups (independently for each system) attending to the EERs of the

users. Users with lower EER (≤ 10%) were named as good users while users with higher

EER (> 10%) where named as bad users. The average of the EER for each group are

summarized in Table 3.2. While good users show mean EER ranging between 3% and 6%,

the bad users show up to 25% mean EER. The good users represent around 75% of the

database while bad users the remaining 25%. The probability distribution of classification

scores from test samples (normalized between 0 − 1 for all 4 systems) can be seen in

Fig. 3.2. The distributions shown that overlap between both genuine and impostor scores

is greater for bad users as is expected. However, the degradation of the genuine scores

is higher, suggesting that intra-class variability (difference between samples of the same

user along different sessions) is more important than the inter-class variability (ability of

the impostor) in this scenario. Table 3.3 shows confusions matrices for both groups and

all 4 systems. The average percentage of coincidence between good users is 55% and 70%

for bad ones. The superior percentage of bad users suggests that worst users are difficult

to identify for all 4 systems. On the other hand, there are 30% and 45% of bad and

good users respectively that were classified into different quality groups depending of the

system. These results suggest a large complementarity between systems (i.e., users with

bad performances for system A can show good performances for system B).
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Figure 3.3: Probability distribution of features for good and bad users (curves averaged from all four
systems).

3.2.3. Results: Performance Analysis at Feature Level

Length of the Password: the first experiment is based on the idea that the length of the

passwords can affect the performance of the systems [Mondal et al., 2013; Montalvão et al.,

2015]. Long passwords can be better to discriminate between impostors and genuine users

as they carry more biometric user information. However, the results showed in Fig. 3.2

(right) suggests there is not dependence between length of the passwords and system

performance. These results contradict previous works [Mondal et al., 2013; Montalvão

et al., 2015] which states clear differences between performances obtained by long and

short passwords. There are two main reasons to explain these results: i) passwords used

in this KBOC database are composed by familiar words (name and surname) instead of

alphanumeric sequences of symbols (e.g., ‘tie5Roanl ’ and ‘try4-mbs’). The users of KBOC

database show very stable features as they type very familiar sequences; ii) the length

of the passwords in KBOC database ranges between 12 and 38 symbols while previous

studies were based in passwords with a maximum length of 16 symbols. Based on our

experiments and scenarios, he length of the password is not a key factor which determine

the keystroke performance.

Timing: regarding two of the most popular characteristics on keystroke dynamics, we

calculated the values of Hold Time and Press-Latency for each user. Fig. 3.3 shows both

features for good and bad users and any difference between them have been appreciated.

Good and bad users show exactly the same distributions of time. This result suggests that

there are no differences in terms of time features (i.e., time between individual key events).

Misalignment: around 4% of the samples in the database have different number of keys

pressed (mainly because of the use of the shift keys). These sequences may produce mis-

alignment during the comparison of training and test samples and performance degradation

up to 300% (see [Morales et al., 2016] for details). The number of misaligned samples in

bad users is two times greater than good users. These results suggest that the correct

alignment of sequences is critical for keystroke recognition performance.
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Figure 3.4: Probability distribution of enrolment set variability (measured in the form of Kullback-Leibler
divergence and standard deviation) for good and bad users (curves averaged from all four systems).

System EERG EER
′
G

P1 15.7 12.0 (↓ 23%)

P2 11.8 9.1 (↓ 23%)

P3 18.0 14.5 (↓ 19%)

P4 20.1 5.3 (↓ 73%)

Table 3.4: EER for all systems with (EER
′

G) and without (EERG) score normalization. In brackets
we show the improvement.

Stability of the Features: for this experiment we measured the distance between training

samples and genuine test samples for each user. In order to measure the distance, we

propose two methods: standard deviations (std) and Kullback-Leibler divergence (KL).

For each test sample, both distances are calculated as the distance between the test features

and the enrolment feature vector (calculated averaging the 4 training feature vectors).

Fig. 3.4 shows distances for good and bad users. KL distance seems to be very similar

for both groups but small differences in std distance were observed. This difference in std

distance suggests that good users tend to have less keystrokes variations.

3.2.4. Results: Performance Analysis at Score Level

EERs showed in Table 3.2 were calculated independently for each of the 300 subjects (300

different decision thresholds). These EERs are calculated as the average of the individual EER

from all subjects [Giot et al., 2009; Killourhy and Maxion, 2009; Shanmugapriya and Padma-

vathi, 2009]. To analyse the impact of the score normalization in the performance, the average

EERs from the whole database (using only one decision threshold for all users) are summarized

in Table 3.4 denoted as EERG. Three different techniques of score normalization are proposed

for this experiment with similar results: min-max, mu-sigma and tangh (see [Snelick et al.,

2005] for details). The best performance was achieved with a relative min-max normalization
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Factors Performance Usability Computational Cost

Length ↑ ↑↑↑ ↑
Timing ↑ ↑ ↑↑

Misalignment ↑↑↑ ↑↑ ↑↑↑
Stability ↑↑ ↑ ↑↑

Normalization ↑↑↑ ↑ ↑↑↑

Table 3.5: Summary of the impact (↑ low, ↑↑ medium and ↑↑↑ high) for each factor based on our
experimentation in keystroke dynamics for KBOC database.

technique proposed in [Monaco, 2016] and described below:

score’ =
score−mini
maxi −mini

(3.1)

where:

mini = µi − 2× σi (3.2)

maxi = µi + 2× σi (3.3)

these µi and σi are the mean and standard deviation of the user i obtained from the 20 test

scores available for each user (optimist a posteriori normalization). Table 3.4 shows a significant

improvement for all systems when score normalization is applied. The experiment show that

score normalization can be used to improve performance by 20%. System P4 had the largest

improvement ranging from 20.1% of EERG to 5.3% of EER
′
G. These results suggest a strong

impact in the performance when employing normalization techniques. Note that best results

are obtained using normalization parameters (mean and std of EER
′
G) optimized according to

the scores of each user. In some applications the scores available to model each user are limited

and other strategies should be explored.

Finally, in Table 3.5 we summarize the impact for each factor based on our experiments.

The results suggest that: i) the length of the password does not affect the performance of

keystroke authentication for long passwords (> 12 symbols) and familiar sequences; ii) intra-

class variability has higher influence than inter-class variability; iii) misaligned samples have a

strong impact on the performance; iv) the timing features from good and bad users are similar;

v) score normalization techniques offers a huge improvement for algorithms with good intra-class

adaptation but does not represent a realistic scenarios where a few training samples are available

for these techniques.

44



3.3 TypeNet: Deep Learning Keystroke Biometric in Free-text

Figure 3.5: Example of the 4 temporal features extracted between two consecutive keys: Hold Latency
(HL), Inter-key Latency (IL), Press Latency (PL), and Release Latency (RL).

3.3. TypeNet: Deep Learning Keystroke Biometric in Free-text

In keystroke dynamics, it is thought that idiosyncratic behaviors that enable authentication

are characterized by the relationship between consecutive key press and release events (e.g.,

temporal patterns, typing rhythms, pauses, typing errors). Unlike fixed-text scenario, in free-

text scenario the keystroke sequences between enrollment and testing may differ in both length

and content. This reason motivates us to choose a Recurrent Neural Network as our keystroke

authentication algorithm. RNNs have demonstrated to be one of the best algorithms to deal

with temporal data [Tolosana et al., 2020b, 2021c] and are well suited for free-text keystroke

sequences [Deb et al., 2019; Lu et al., 2019]).

TypeNet is a RNN architecture composed of two Long Short-Term Memory (LSTM) layers

of 128 units, following the same architecture as presented in Sec. 2.3.1. Our goal is to build

a keystroke biometric system capable of generalizing to new subjects not seen during model

training, and therefore, having a competitive performance when it deploys to applications with

thousands of users. TypeNet is trained only once on an independent set of subjects. This model

then acts as a feature extractor that provides input to a distance-based recognition scheme. After

training TypeNet once, we evaluate in the experimental section the recognition performance for

a varying number of subjects and enrollment samples per subject. For this, we train up to 6

TypeNet versions, one for each loss function (i.e., Softmax loss, Contrastive loss and Triplet loss)

for both devices: desktop and mobile, using the Dhakal [Dhakal et al., 2018] and Palin [Palin

et al., 2019] databases respectively (see Sec. 2.1.3 for database details).

The raw data captured for each session in both databases includes a time series with three

dimensions: the keycodes, press times, and release times of the keystroke sequence. Timestamps

are in UTC format with millisecond resolution, and the keycodes are integers between 0 and 255

according to the ASCII code.

We extract 4 temporal features for each sequence (see Fig. 3.5 for details): i) Hold Latency

(HL), the elapsed time between key press and release events; ii) Inter-key Latency (IL), the

elapsed time between releasing a key and pressing the next key; iii) Press Latency (PL), the
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elapsed time between two consecutive press events; and iv) Release Latency (RL), the elapsed

time between two consecutive release events. These 4 features are commonly used in both fixed-

text and free-text keystroke systems [Alsultan and Warwick, 2013]. Finally, we include the

keycodes as an additional feature.

The 5 features are calculated for each keystroke in the sequence. Let N be the length of the

keystroke sequence, such that each sequence provided as input to the model x is a time series

with shape N × 5 (N keystrokes by 5 features). Following the same nomenclature, the output

of the model f(x) is an array of size 1× 128 that we will employ later as an embedding feature

vector to recognize subjects.

All feature values are normalized before being provided as input to the model. Normalization

is important so that the activation values of neurons in the input layer of the network do not

saturate (i.e., all close to 1). The keycodes are normalized to between 0 and 1 by dividing each

keycode by 255, and the 4 timing features are converted to seconds. This scales most timing

features to between 0 and 1 as the average typing rate over the entire dataset is 5.1 ± 2.1 keys

per second. Only latency features that occur either during very slow typing or long pauses

exceed a value of 1.

3.3.1. Experimental Protocol

In the desktop scenario, we train the models using only the first 68,000 subjects from the

Dhakal dataset. For the models trained with the Softmax loss function we employ C = 10,000

subjects for classification, due to the Softmax loss requires a very wide final layer with many

classes. In this case, we used 15 × 10,000 = 150,000 keystroke sequences for training and the

remaining 58,000 subjects were discarded (due to hardware limitations). For the Contrastive loss

we generate genuine and impostor pairs using all the 15 keystroke sequences available for each

subject. This provides us with 15× 67,999× 15 = 15.3 million impostor pair combinations and

15×14/2 = 105 genuine pair combinations for each subject. The pairs were chosen randomly in

each training batch ensuring that the number of genuine and impostor pairs remains balanced

(512 pairs in total in each batch including impostor and genuine pairs). Similarly, we randomly

chose triplets for the Triplet loss training.

The remaining 100,000 subjects were employed only for model evaluation, so there is no data

overlap between the two groups of subjects. This reflects an open-set authentication paradigm.

The same protocol was employed for the mobile scenario but adjusting the amount of subjects

employed to train and test. In order to have balanced subsets close to the desktop scenario,

we divided by half the Palin database such that 30,000 subjects were used to train the models,

generating 15 × 29,999 × 15 = 6.75 million impostor pair combinations and 15 × 14/2 = 105

genuine pair combinations for each subject. The other 30,000 subjects were used to test the

mobile TypeNet models. Once again C = 10,000 subjects were used to train the mobile TypeNet

model with Softmax loss.

Regarding the hyper-parameters employed during training, the best results for all models

were achieved with a learning rate of 0.05, Adam optimizer with β1 = 0.9, β2 = 0.999 and
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ε = 10−8, and the margin set to α = 1.5 for the Contrastive loss function. The models were

trained for 200 epochs with 150 batches per epoch and 512 sequences in each batch. The models

were built in Keras-Tensorflow.

The results are divided into two groups (i.e., identification and authentication results) fol-

lowing two different experimental protocols:

Authentication Protocol: we authenticate subjects by comparing gallery samples xi,g be-

longing to the subject i in the test set to a query (i.e., a sample from unknown user)

sample xj,q from either the same subject (genuine match i = j) or another subject (im-

postor match i 6= j). The test score is computed by averaging the Euclidean distances

between each gallery embedding vector f(xi,g) and the query embedding vector f(xj,q) as

follows:

sqi,j =
1

G

G∑
g=1

||f(xi,g)− f(xj,q)|| (3.4)

where G is the number of sequences in the gallery (i.e., the number of enrollment samples)

and q is the query sample of subject j. Taking into account that each subject has a

total of 15 sequences, we retain 5 sequences per subject as the test set (i.e., each subject

has 5 genuine test scores) and let G vary between 1 ≤ G ≤ 10 in order to evaluate the

performance as a function of the number of enrollment sequences.

To generate impostor scores, for each enrolled subject we choose one test sample from each

remaining subject. We define k as the number of enrolled subjects. In our experiments,

we vary k in the range 100 ≤ k ≤ K, where K = 100,000 for the desktop TypeNet models

and K = 30,000 for the mobile TypeNet. Therefore each subject has 5 genuine scores

and k − 1 impostor scores. Note that we have more impostor scores than genuine ones,

a common issue in keystroke dynamics authentication. The results reported in the next

section are computed in terms of Equal Error Rate (EER), which is the value where False

Acceptance Rate (FAR, proportion of impostors classified as genuine) and False Rejection

Rate (FRR, proportion of genuine subjects classified as impostors) are equal. The error

rates are calculated for each subject and then averaged over all k subjects [Morales et al.,

2014].

Identification Protocol: identification tasks are common in forensics applications, where the

final decision is based on a bag of evidences and the biometric recognition technology can

be used to provide a list of candidates, referred to as background set B in this work. The

Rank-1 identification rate reveals the performance to unequivocally identifying the target

subject among all the subjects in the background set. Rank-n represents the accuracy if we

consider a ranked list of n profiles from which the result is then manually or automatically

determined based on additional evidence [Fierrez et al., 2018b].

The 15 sequences from the k test subjects in the database were divided into two groups:

Gallery (10 sequences) and Query (5 sequences). We evaluate the identification rate by
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#Enrollment Sequences per Subject G

1 2 5 7 10

30 17.2/10.7/8.6 14.1/9.0/6.4 13.3/7.3/4.6 12.7/6.8/4.1 11.5/3.3/3.7

50 16.8/8.2/5.4 13.1/6.7/3.6 10.8/5.4/2.2 9.2/4.8/1.8 8.8/4.3/1.6

70 14.1/7.7/4.5 10.4/6.2/2.8 7.5/4.8/1.7 6.7/4.3/1.4 6.0/3.9/1.2

100 13.8/7.7/4.2 10.1/6.0/2.7 7.4/4.7/1.6 6.4/4.3/1.4 5.7/3.9/1.2

#
K

e
y
s

p
e
r

S
e
q
u

e
n

c
e
M

150 13.8/7.7/4.1 10.1/6.0/2.7 7.4/4.7/1.6 6.5/4.3/1.4 5.8/3.8/1.2

Table 3.6: Equal Error Rates (%) achieved in desktop scenario using Softmax/Contrastive/Triplet loss
for different values of the parameters M (sequence length) and G (number of enrollment sequences per
subject).

comparing the Query set of samples xQ
j,q, with q = 1, ..., 5 belonging to the test subject

j against the Background Gallery set xG
i,g, with g = 1, ..., 10 belonging to all background

subjects. The distance was computed by averaging the Euclidean distances || · || between

each gallery embedding vector f(xG
i,g) and each query embedding vector f(xQ

j,q) as follows:

sQi,j =
1

10× 5

10∑
g=1

5∑
q=1

||f(xG
i,g)− f(xQ

j,q)|| (3.5)

We then identify a query set (i.e., subject j = J is the same gallery person i = I) as

follows:

I = arg min
i
sQi,J (3.6)

The results reported in the next section are computed in terms of Rank-n accuracy. A

Rank-1 means that di,J < dI,J for any i 6= I, while a Rank-n means that instead of selecting

a single gallery profile, we select n profiles starting with i = I by increasing distance di,J .

In forensic applications, it is traditional to use Rank-20, Rank-50, or Rank-100 in order to

generate a short list of potential candidates that are finally identified by considering other

evidence.
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#Enrollment Sequences per Subject G

1 2 5 7 10

30 17.7/15.7/14.2 16.0/14.1/12.5 15.2/13.0/11.3 14.9/12.6/10.9 14.5/12.1/10.5

50 17.2/14.6/12.6 15.4/13.1/10.7 13.8/12.1/9.2 13.4/11.5/8.5 12.7/11.0/8.0

70 17.8/13.8/11.3 15.5/12.4/9.5 13.5/11.2/7.8 13.0/10.7/7.2 12.1/10.4/6.8

100 18.4/13.6/10.7 15.8/12.3/8.9 13.6/10.9/7.3 13.0/10.4/6.6 12.3/10.0/6.3

#
K

e
y
s

p
e
r

S
e
q
u

e
n

c
e
M

150 18.4/13.7/10.7 15.9/12.3/8.8 13.7/10.8/7.3 13.0/10.4/6.6 12.3/10.0/6.3

Table 3.7: Equal Error Rates (%) achieved in mobile scenario using Softmax/Contrastive/Triplet loss
for different values of the parameters M (sequence length) and G (number of enrollment sequences per
subject).

3.3.2. Results and Discussion

3.3.2.1. Authentication: Varying Amount of Enrollment Data

As commented in the related works section (Sec. 3.1), one key factor when analyzing the

performance of a free-text keystroke authentication algorithm is the amount of keystroke data

per subject employed for enrollment. In this section, we study this factor with two variables:

the keystroke sequence length M and the number of gallery sequences used for enrollment G.

Our first experiment reveals to what extent M and G affect the authentication performance

of our TypeNet models. Note that the input to our models has a fixed size of M after the

masking process shown in Fig. 2.4 (Sec. 2.3.1). For this experiment, we set k = 1,000 (where

k is the number of enrolled subjects). Tables 3.6 and 3.7 summarize the error rates in both

desktop and mobile scenarios respectively, achieved by the TypeNet models for the different

values of sequence length M and enrollment sequences per subject G.

In the desktop scenario (Table 3.6) we observe that for sequences longer than M = 70

there is no significant improvement in performance. Adding three times more key events (from

M = 50 to M = 150) lowers the EER by only 0.7% in average for all values of G. However,

adding more sequences to the gallery shows greater improvements with about 50% relative error

reduction when going from 1 to 10 sequences independent of M . Comparing among the different

loss functions, the best results are always achieved by the model trained with Triplet loss for

M = 70 and G = 10 with an error rate of 1.2%(with a standard deviation of σ ≤ 4.1%), followed

by the Contrastive loss function with an error rate of 3.9%; the worst results are achieved with

the Softmax loss function (6.0%). For one-shot authentication (G = 1), our approach has an

error rate of 4.5% using sequences of 70 keystrokes.
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Figure 3.6: ROC comparisons in free-text biometric authentication for desktop (left) and mobile
(right) scenarios between the three proposed TypeNet models and three state-of-the-art approaches:
POHMM (Partially Observable Hidden Markov Model) from [Monaco and Tappert, 2018], digraphs/SVM
from [Ceker and Upadhyaya, 2016], and CNN+RNN (Convolutional Neuronal Network + Recurrent Neu-
ronal Network) model from [Lu et al., 2019]. M = 50 keystrokes per sequence, G = 5 enrollment sequences
per subject, and k = 1,000 test subjects.

Similar trends are observed in the mobile scenario (Table 3.7) compared to the desktop

scenario (Table 3.6). First, increasing sequence length beyond M = 70 keystrokes does not

significantly improve performance, but there is a significant improvement when increasing the

number of sequences per subject. The best results are achieved for M = 100 and G = 10

with an error rate of 6.3% by the model trained with Triplet loss (with a standard deviation

of σ ≤ 9.2%), followed again by the Contrastive loss (10.0%), and Softmax loss (12.3%). For

one-shot authentication (G = 1), the performance of the triplet model decays up to 10.7% EER

using sequences of M = 100 keystrokes.

Comparing the performance achieved by the three TypeNet models between mobile and

desktop scenarios, we observe that in all cases the results achieved in the desktop scenario are

significantly better to those achieved in the mobile scenario. These results are consistent with

prior work that has obtained lower performance on mobile devices when only timing features

are utilized [Banovic et al., 2017; Buschek et al., 2015; Teh et al., 2016].

Next, we compare TypeNet with our implementation of two state-of-the-art algorithms for

free-text keystroke authentication: a statistical sequence model, the POHMM (Partially Observ-

able Hidden Markov Model) from [Monaco and Tappert, 2018], an algorithm based on digraphs

and SVM from [Ceker and Upadhyaya, 2016], and a deep model based on the combination of

CNN and RNN architectures introduced in [Lu et al., 2019]. To allow fair comparisons, all

approaches are trained and tested with the same data and experimental protocol: G = 5 en-

rollment sequences per subject, M = 50 keystrokes per sequence, k = 1,000 test subjects. The

CNN+RNN architecture proposed in [Lu et al., 2019] was trained following the same protocol

employed with the TypeNet model.

In Fig. 3.6 we plot the error rates of the four approaches (i.e., Digraphs, POHMM, CNN+RNN,
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3.3 TypeNet: Deep Learning Keystroke Biometric in Free-text

Figure 3.7: EER (%) of our proposed TypeNet models when scaling up the number of test subjects k
in one-shot (G = 1 enrollment sequences per subject) and 5-shot (G = 5) authentication cases. M = 50
keystrokes per sequence.

and TypeNet) trained and tested on both desktop (left) and mobile (right) datasets. The Type-

Net models outperform previous state-of-the-art free-text algorithms in both mobile and desk-

top scenarios with this experimental protocol, where the amount of enrollment data is reduced

(5 × M = 250 training keystrokes in comparison to more than 10,000 in related works, see

Sec. 3.1). This can largely be attributed to the rich embedding feature vector produced by

TypeNet, which minimizes the amount of data needed for enrollment. The SVM generally re-

quires a large number of training sequences per subject (∼ 100), whereas in this experiment we

have only 5 training sequences per subject. We hypothesize that the lack of training samples

contributes to the poor performance (near chance accuracy) of the Digraphs system based on

SVMs. Finally, the results achieved by the model based on CNN+RNN are the closest to those

achieved by the TypeNet models. The deep learning architectures clearly outperform traditional

approaches. However, the performance of TypeNet is significantly better than the performance

achieved by the architecture proposed in [Lu et al., 2019], especially for the desktop scenario.

3.3.2.2. Authentication: Varying Number of Subjects

In this experiment, we evaluate to what extent our best TypeNet models (those trained with

Triplet loss) are able to generalize without performance decay. For this, we scale the number of

enrolled subjects k from 100 to K (with K = 100,000 for desktop and K = 30,000 for mobile).

For each subject we have 5 genuine test scores and k−1 impostor scores, one against each other

test subject. The models used for this experiment are the same trained in previous the section

(68,000 independent subjects included in the training phase for desktop and 30,000 for mobile).

Fig. 3.7 shows the authentication results for one-shot enrollment (G = 1 enrollment se-

quences, M = 50 keystrokes per sequence) and the case (G = 5, M = 50) for different values of
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TypeNet Model
Desktop Mobile Mixture

Aalto Desktop 2.2 21.4 17.9
Aalto Mobile 13.7 9.2 12.6
Buffalo (Free) 7.6 33.2 22.1

T
e
st

D
a
ta

se
t

Buffalo (Transc) 9.5 32.8 23.1
Clarkson II 26.8 36.6 35.8
Clarkson II* 17.2 33.0 30.4

Table 3.8: Equal Error Rates (%) achieved in the cross-database scenario for the three TypeNet models
(Desktop, Mobile, and Mixture) when testing on Aalto Desktop ([Dhakal et al., 2018]), Aalto Mobile([Palin
et al., 2019]), Clarkson II ([Ayotte et al., 2020]), and Buffalo ([Sun et al., 2016]) dataset. Buffalo (Free)
= free text, Buffalo (Transc) = transcripted text. *Experiment using all the data available per subject.

k. For the desktop devices, we can observe that in both cases there is a slight performance decay

when we scale from 1,000 to 10,000 test subjects, which is more pronounced in the one-shot case.

However, for a large number of subjects (k ≥ 10,000), the error rates do not appear to demon-

strate continued growth. For the mobile scenario, the results when scaling from 100 to 1,000

test subjects show a similar tendency compared to the desktop scenario with a slightly greater

performance decay. However, we can observe an error rate reduction when we continue scaling

the number of test subjects up to 30,000. In all cases the variation of the performance across

the number of test subjects is less than 2.5% EER. These results demonstrate the potential of

the RNN architecture in TypeNet to authenticate subjects at large scale in free-text keystroke

dynamics. We note that in the mobile scenario, we have utilized only timing features; prior

work has found that greater performance may be achieved by incorporating additional sensor

features [Kim and Kang, 2020].

3.3.2.3. Authentication: Cross-database Interoperability

In this experiment we measure the cross-device interoperability between the best TypeNet

models trained with the triplet loss. We also study the capacity of both desktop and mobile

TypeNet models to generalize to other input devices and state-of-the-art databases. For this,

we test both models with a different keystroke dataset than the one employed in their training.

Additionally, for this experiment we train a third TypeNet model called Mixture-TypeNet with

triplet loss using keystroke sequences from both datasets (half of the training batch for each

dataset) but keeping the same train/test subject division as the other TypeNet models to allow

fair comparisons. To be consistent with the other experiments we keep the same experimental

protocol: G = 5 enrollment sequences per subject, M = 50 keystrokes per sequence, k = 1,000

test subjects.

Table 3.8 shows the error rates achieved for the three TypeNet models when we test with desk-

top (Dhakal) and mobile (Palin) datasets. We can observe that error rates increase significantly

in the cross-device scenario for both desktop and mobile TypeNet models. This performance

52



3.3 TypeNet: Deep Learning Keystroke Biometric in Free-text

decay is alleviated by the Mixture-TypeNet model, which still performs much worse than the

other two models trained and tested in the same-sensor scenario. These results suggest that

multiple device-specific models may be superior to a single model when dealing with input from

different device types. This would require device type detection in order to pass the enrollment

and test samples to the correct model [Alonso-Fernandez et al., 2010].

Secondly, we test the generalization capacity of the three TypeNet models with two public

free-text keystroke databases: the Clarkson II dataset collected in [Murphy et al., 2017] and the

Buffalo dataset collected in [Sun et al., 2016]. Table 3.8 presents the performance of the proposed

approaches over the Clarkson II database and Buffalo database in transcribed (Transc) and free-

text (Free) scenarios. Note that the models were trained and evaluated with different databases.

This experiment is aimed to explore the generalization capacity between various data collection

environments. Due to the number of subjects in both Clarkson II and Buffalo databases, which

is much fewer than those present in the Aalto datasets, we modified the experimental protocol.

For Clarkson II we employed k = 91 (the number of subjects for which we could extract at

least 15 samples of 150 keys), G = 5 enrollment sequences per subject, M = 50 keystrokes

per sequence. For the Buffalo database we employed k = 147, G = 2 enrollment sequences

per subject (as we only have three sessions per subject, we employ two for gallery and one for

query), and M = 50 keystrokes per sequence.

The last three rows of Table 3.8 show the results achieved when testing with both Clarkson

II and Buffalo databases. The performance of the Desktop version of TypeNet remained com-

petitive for the Bufallo dataset even when we only employed G = 2 gallery samples per subject.

Nonetheless, there is a large increase of the error rates for Clarkson II database. This drop of

performance might be caused by the uncontrolled acquisition of the Clarkson II database over

a long time period (i.e., two years) and the fully free-text typing behavior. However, when we

employ all keystroke data available in the database per subject for testing (i.e., G = 10 and

M = 150) the error rate drops up to 17.2%. Note that the benchmark published in [Murphy

et al., 2017] achieved EERs around 10% training and testing with the same database. The

results obtained by the owner of the database demonstrate the uncontrolled conditions of this

database. We want to highlight that the TypeNet models were not retrained with any kind of

keystroke data from Clarkson II or Buffalo databases, these databases were employed only for

testing. These results suggest that re-training is necessary to improve the performance of the

proposed models, especially for the Clackson II database. On the other hand, the performance

achieved by the Mobile and Mixed versions of TypeNet was very poor with EERs greater than

20%. Both databases were acquired with desktop keyboards and these results indicates the

importance of the device in the generalization capacity of the models.

3.3.2.4. Identification based on Keystroke Dynamics

Table 3.9 presents the identification accuracy for a background of B = 1,000 subjects,

k = 10,000 test subjects, G = 10 gallery sequences per subject, and M = 50 keystrokes per

sequence. The accuracy obtained for an identification scenario is much lower than the accuracy
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Method Scenario
Rank

1 50 100

Digraph [Ceker and Upadhyaya, 2016] D 0.1 9.5 15.2

Digraph [Ceker and Upadhyaya, 2016] M 0.0 8.5 14.4

POHMM [Monaco and Tappert, 2018] D 6.1 48.4 63.4

POHMM [Monaco and Tappert, 2018] M 6.5 41.8 53.7

CNN+RNN [Lu et al., 2019] D 44.2 95.5 98.2

CNN+RNN [Lu et al., 2019] M 24.5 86.3 90.5

TypeNet (softmax ) D 47.5 96.3 98.7

TypeNet (softmax ) M 23.5 82.6 91.4

TypeNet (contrastive) D 29.4 97.2 99.3

TypeNet (contrastive) M 19.0 80.4 89.8

TypeNet (triplet) D 67.4 99.8 99.9

TypeNet (triplet) M 25.5 87.5 94.2

Table 3.9: Identification accuracy (Rank-n in %) for a background size B = 1,000. Scenario: D =
Desktop, M = Mobile.

reported for authentication. In general, the results suggest that keystroke identification enables

a 90% size reduction of the candidate list while maintaining almost 100% accuracy (i.e., 100%

rank-100 accuracy with 1,000 subjects). However, the results show the superior performance of

the Triplet loss function and significantly better performance compared to traditional keystroke

approaches [Ceker and Upadhyaya, 2016; Monaco and Tappert, 2018]. While traditional ap-

proaches are not suitable for large-scale free text keystroke applications, the results obtained by

TypeNet demonstrate its usefulness in many applications.

The number of background profiles can be further reduced if auxiliary data is available

to realize a pre-screening of the initial list of gallery profiles (e.g., country, language). The

Aalto University dataset contains auxiliary data including age, country, gender, keyboard type

(desktop vs. laptop), among others. Table 3.10 shows also subject identification accuracy over

the 1,000 subjects with a pre-screening by country (i.e., contents generated in a country different

to the country of the target subject are removed from the background set). The results show that

pre-screening based on a unique attribute is enough to largely improve the identification rate:

Rank-1 identification with pre-screening ranges between 5.5% to 84.0%, while the Rank-100

ranges between 42.2% to 100%. These results demonstrate the potential of keystroke dynamics

for large-scale identification when auxiliary information is available.

3.3.2.5. Input Text Dependency in TypeNet Models

For the last experiment, we examine the effect of the text typed (i.e., the keycodes employed

as input feature in the TypeNet models) on the distances between embedding vectors and how

this may affect the model performance. The main drawback when using the keycode as an input

feature to free-text keystroke algorithms is that the model could potentially learn text-based
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Method Scenario
Rank

1 50 100

Digraph [Ceker and Upadhyaya, 2016] D 5.5 37.6 42.2

POHMM [Monaco and Tappert, 2018] D 21.8 78.3 89.7

CNN+RNN [Lu et al., 2019] D 65.1 99.1 99.7

TypeNet (softmax ) D 68.3 99.39 99.9

TypeNet (contrastive) D 56.3 99.7 99.9

TypeNet (triplet) D 84.0 99.9 100

Table 3.10: Identification accuracy (Rank-n in %) for a background size B = 1,000 and pre-screening
based on the location of the typist. Scenario: D = Desktop. There is not metadata related to the mobile
scenario.

features (e.g., orthography, linguistic expressions, typing styles) rather than keystroke dynamics

(e.g., typing speed and style) features. To analyze this phenomenon, we first introduce the

Levenshtein distance (commonly referred as Edit distance) proposed in [Hyyro, 2005]. The

Levenshtein distance dL measures the distance between two words as the minimum number of

single-character edits (insertions, deletions or substitutions) required to change one word into

another. As an example, the Levenshtein distance between “kitten” and “sitting” is dL = 3,

because we need to substitute “s” for “k”, substitute “i” for “e”, and insert “g” at the end

(three editions in total). With the Levenshtein distance metric we can measure the similarity of

two keystroke sequences in terms of keys pressed and analyze whether TypeNet models could be

learning linguistic expressions to recognize subjects. This would be revealed by a high correlation

between Levenshtein distance dL and the Euclidean distance of test scores dE .

In Fig. 3.8 we plot the test scores (Euclidean distances) employed in one-shot scenario (G = 1

enrollment sequence per subject, M = 50 keystrokes per sequence, k = 1,000 test subjects)

versus the Levenshtein distance between the gallery and the query sample that produced the

test score (i.e., dE(f(xg), f(xq)) vs. dL(xg,xq)). To provide a quantitative comparison, we

also calculate the Pearson coefficient p and the Linear Regression response as a measure of

correlation between both distances (smaller slope indicates a weaker relationship). In mobile

scenarios (Fig. 3.8 right) we can observe a significant correlation (i.e., higher slope in the Linear

Regression response and high p value) between the Levenshtein distances and the test scores:

genuine distance scores show lower Levenshtein distances (i.e., more similar typed text) than

the impostor ones, and therefore, this metric provides us some clues about the possibility that

TypeNet models in the mobile scenario could be using the similarity of linguistic expressions

or keys pressed between the gallery and the query samples to recognize subjects. These results

suggest us that the TypeNet models trained in the mobile scenario may be performing worse

than in the desktop scenario, among other factors, because mobile TypeNet embeddings show a

significant dependency to the entry text. On the other hand, in desktop scenarios (Fig. 3.8 left)

this correlation is not present (i.e., the small slope in the Linear Regression response and p ∼ 0)

between test scores and Levenshtein distances, suggesting that the embedding vector produced

55



3. USER AUTHENTICATION BASED ON KEYSTROKE BIOMETRICS

Figure 3.8: Levenshtein distances vs. test scores in desktop (left) and mobile (right) scenarios for the
three TypeNet models. For qualitative comparison we plot the linear regression results (red line), and
the Pearson correlation coefficient p. Note: we only plot one genuine and one impostor score (randomly
chosen) for each of the 1,000 subjects to improve the visualization of the results.
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3.4 Chapter Summary and Conclusions

by TypeNet models trained with the desktop dataset are largely independent of the input text.

3.4. Chapter Summary and Conclusions

In all authentication scenarios, the TypeNet models trained with triplet loss have shown a

superior performance, especially when there are many subjects but few enrollment samples per

subject. The results achieved in this work outperform previous state-of-the-art algorithms. Our

results range from 17.2% to 1.2% EER in desktop and from 17.7% to 6.3% EER in mobile sce-

narios depending on the amount of subject data enrolled. A good balance between performance

and the amount of enrollment data per subject is achieved with 5 enrollment sequences and

50 keystrokes per sequence, which yields an EER of 2.2/9.2% (desktop/mobile) for 1,000 test

subjects. These results suggest that our approach achieves error rates close to those achieved by

the state-of-the-art fixed-text algorithms [Morales et al., 2016], within ∼ 5% of error rate even

when the enrollment data is scarce.

Scaling up the number of test subjects does not significantly affect the performance: the EER

in the desktop scenario increases only 5% in relative terms with respect to the previous 2.2% when

scaling up from 1,000 to 100,000 test subjects, while in the mobile scenario decays up to 15% the

EER in relative terms. Evidence of the EER stabilizing around 10,000 subjects demonstrates

the potential of this architecture to perform well at large scale. However, the error rates of both

models increase in the cross-device interoperability scenario. Evaluating the TypeNet model

trained in the desktop scenario with the mobile dataset the EER increases from 2.2% to 13.7%,

and from 9.2% to 21.4% for the TypeNet model trained with the mobile dataset when testing

with the desktop dataset. A solution based on a mixture model trained with samples from

both datasets outperforms the previous TypeNet models in the cross-device scenario but with

significantly worse results compared to single-device development and testing. When testing

the generalization capacity of the proposed models with the Buffalo and Clarkson II keystroke

datasets, TypeNet is able to maintain a competitive performance (between 7.6% and 17.2% of

EER for the best scenario) without any kind of transfer learning or retraining, demonstrating

the potential of TypeNet models to generalize well in other databases acquired under similar

conditions. However, the performance decreased quickly when testing with databases acquired

with different conditions or devices (e.g., touchscreen sensors).

In addition to authentication results, identification experiments have been also conducted.

In this case, TypeNet models trained with triplet loss have shown again a superior performance

in all ranks evaluated. For Rank-1, TypeNet models trained with triplet loss have an accuracy

of 67.4/25.5% (desktop/mobile) with a background size of B = 1,000 identities, meanwhile

previous related works barely achieve 6.5% accuracy. For Rank-50, the TypeNet model trained

with triplet loss achieves almost 100% accuracy in the desktop scenario and up to 87.5% in the

mobile one. The results are improved when using auxiliary-data to realize a pre-screening of the

initial list of gallery profiles (e.g., country, language), showing the potential of TypeNet models

to perform great not only in authentication, but also in identification tasks. Finally we have
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demonstrated that the text-entry dependencies in TypeNet models are irrelevant in desktop

scenarios, although in mobile scenarios the TypeNet models have some correlation between the

input text typed and the performance achieved.

For fixed-text scenario, We have analyzed the performance of four state-of-the-art keystroke

recognition systems. The experiments suggest that: i) the length of the password does not affect

the performance of keystroke authentication for long passwords (> 12 symbols) and familiar se-

quences; ii) intra-class variability has higher influence than inter-class variability; iii) misaligned

samples have a strong impact on the performance; iv) the timing features from good and bad

users are similar, v) score normalization techniques offers a huge improvement for algorithms

with good intra-class adaptation but does not represent a realistic scenarios where a few training

samples are available for these techniques.
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Chapter 4

User Mobile Authentication based

on in-built Sensors

This chapter provides a general outlook of the different ways the sensors commonly available in

modern smartphones can be used for modeling the interaction between human and smartphones.

The main aim is to evaluate the signals generated by these sensors for person recognition.

For this, we first summarize in Sec. 4.1 a representative selection of existing databases on user

mobile interaction, with special focus on applications related to user authentication, including

key features and a selection of the main research results obtained on them so far. Then, we

present the two proposed approaches for mobile authentication: one approach based on simple

linear touch gestures using a Recurrent Neural Network architecture in Sec. 4.2 and a multi-

modal approach based on smartphone usage under realistic conditions by including up to four

different biometric traits (touch gestures, keystroke, gyroscope, and accelerometer) and three

behavioral-based profiling techniques (GPS, Wi-Fi, and app usage) in Sec. 4.3.

4.1. State-of-the-art on Mobile Authentication

Mobile authentication based on signals acquired from the interaction of subjects with mobile

devices has been extensively studied in the last years [Buschek et al., 2015; Fierrez et al., 2018;

Li and Bours, 2018c]. In Table 4.1 we summarize some of the most relevant state-of-the-art

works in this field. Swipe dynamics (touch gesture that consist on sliding the finger over the

touchscreen) is one of the most popular traits analyzed [Fierrez et al., 2018]. However, it has

been shown not to have enough discriminative power to replace traditional technologies until

now.

Accelerometer and gyroscope sensors have been studied traditionally for gait recognition,

and some works have demonstrated also their utility for user authentication with acceptable

performance [Li and Bours, 2018b].

Geo-location based verification approaches are scarce in the literature. In [Mahbub and
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Study Modality Classifier Database Best Acc.

Shi et al. [2011]
4 (Mic, GPS, Tou,
Gait)

Naive Bayes Prop. DB 90%

Buschek et al. [2015] Keystroke KNN, SVM, NB Prop. DB (28) 67 ∼ 74%

Fridman et al. [2016]
4 (Sty, App, Web,
GPS)

Binary Classi-
fiers, SVM

Prop. DB (200) 95%

Mahbub and Chellappa
[2016]

GPS M-HMM
UMDAA-02 (48),
GeoLife (182)

69 ∼ 79%

Fierrez et al. [2018] Touch Gestures SVM, GMM
Serwadda (190), An-
tal (71), Frank (41),
UMDAA-02 (48)

80 ∼ 90%

Li and Bours [2018c] Acc, Wi-Fi Templates, RF Prop. DB (321) 90%

Li and Bours [2018b] Acc, Gyr Random Forest Prop. DB (304) 77%

Monaco and Tappert
[2018]

Keystroke
POHMM, HMM,
SVM

Mutiple Databases
(247)

90%

Liu et al. [2018]
5 (Tou, Pow, Acc,
Gyr, Mag)

Suport Vector
Machine

Prop. DB (10) 95%

Li and Bours [2018a]
4 (Wi-Fi, Blu, Acc,
Gyr)

Random Forest Prop. DB (321) 90%

Deb et al. [2019]
8 (Key, GPS, Acc,
Gyr, Mag, Grav,
LAc, Rot)

Siamese LSTM Prop. DB (37) 97%

Mahbub et al. [2019] App Usage M-HMM UMDAA-02 (48) 70 ∼ 84%

Acien et al. [2019b]
7 (Tou, keys, Acc,
Gyr, Wi-Fi, GPS,
App)

Templates,
SVM

UMDAA-02 (48) 98%

Acien et al. [2020b] Touch Gestures Siamese LSTM HuMI (600) 87%

Table 4.1: Summary of the state-of-the-art in biometric mobile authentication. The number of users for
each database is in brackets. Modalities: Touchscreen (Tou), Accelerometer (Acc), Linear Accelerometer
(LAc), Stylometry (Sty), Bluetooth (Blu), App Usage (App), Web Browsing (Web), GPS, Keystroke
(Key), Magnetometer (Mag), Microphone (Mic), Power consumption (Pow), Gravity (Grav), Rotation
(Rot), Wi-Fi.

Chellappa, 2016], the authors developed a mobile authentication system using trace histories by

generating a confidence score of the new user location taking into account the sparseness of the

geo-location data and past locations. For this purpose, they employed modified Hidden Markov

Models (HMMs) considering the human mobility as a Markovian motion. In a similar way,

in [Mahbub et al., 2019] a variation of HMMs was used to develop a user authentication mobile

system by exploiting application usage data. They suggest that unforeseen events and unknown

applications have more impact in the authentication performance than the most common apps

used by the user. The potential of Wi-Fi history data was analyzed in [Li and Bours, 2018c]

for mobile authentication. They explored: i) the Wi-Fi networks detected by the smartphone,

ii) when the detection occurs, and iii) how frequently those networks are detected during a

period of time. Regarding keystroke traits, in [Buschek et al., 2015] a fixed-text keystroke

system for mobile user authentication was studied using not only time and space based features

(e.g., hold and flight times, jump angle or drag distance) but also studying the hands postures

during typing as discriminative information. In [Monaco and Tappert, 2018], a novel fixed-text
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authentication system for laptops and mobile devices based on Partially Observable HMMs was

studied. This model is an extension of HMMs, in which the hidden state is conditioned on an

independent Markov chain. The algorithm is motivated by the idea that typing events depend

both on past events and also on a separate process. Finally, building a multimodal system

that integrates all these heterogeneous intra class variation or spoofing attacks [Marcel et al.,

2019] are some inevitable problems in unimodal systems that can be overcome by multimodal

architectures [Fierrez et al., 2018b; Patel et al., 2016]. In [Shi et al., 2011], a multimodal

user authentication system was based on the fusion at decision level of voice, location, multi-

touch, and accelerometer data. Their preliminary results suggest that these four modalities

are suitable for continuous authentication. In [Fridman et al., 2016], a fusion was performed

also at decision level of behavioral-based profiling signals such as web browsing, application

usage, and GPS location with keystroke data achieving 95% of user authentication accuracy

using information from one-minute window. More recently, in [Liu et al., 2018] a fusion also

at decision level of touch dynamics, power consumption, and physical movements modalities

achieved 94.5% of accuracy with a dataset that was captured under supervised conditions.

In [Li and Bours, 2018a], an unobtrusive mobile authentication application is designed for single

and multimodal approaches. They collected data from Wi-Fi, Bluetooth, accelerometer, and

gyroscope sources in unsupervised conditions and fused them at score level achieving up to 90%

of accuracy in the best scenario. In [Deb et al., 2019], they propose a Siamese Long Short Term

Memory network architecture to merge up to 8 modalities (keystroke dynamics, GPS location,

accelerometer, gyroscope, magnetometer, linear accelerometer, gravity, and rotation sensors) for

mobile authentication, achieving 97.15% of accuracy using data from a 3 seconds window for

each of the modalities considered individually.

4.2. Mobile Authentication Based on Swipe Gestures

For this approach we explore a new authentication system based on the touch gestures

acquired in HuMIdb. In particular, we employ to authenticate the right-swipe gestures captured

when the users scroll the drag and drop button to proceed between tasks. This is a common

gesture used in many touch interfaces (e.g., unlock, next step confirmation).

4.2.1. Experimental Protocol

Lets define the interaction of the user with the touchscreen as a time sequence {x, y, p, t}
with length N , composed by the coordinates {x, y}, the pressure p, and the timestamp t. The

coordinates {x, y} are normalized by the size of the screen. Then, we extract eleven temporal

features adapted from [Tolosana et al., 2018, 2021c] for on-line signatures: velocity, acceleration,

jerk, and the Fourier transform for both axis {x, y} plus the raw data {x, y, p}. Note that we

discard the timestamp t because it depends on the device and the network could be learning to

discriminate among devices instead of users.
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The architecture proposed to model swipe gestures is a RNN already depicted in Sec. 2.3.1.

Note that for this approach we reduce the number of neurons in both LSTM layers to 64 due to

swipe gesture are commonly shorter than other temporal signals, and therefore, to much neurons

could overfit the model during the training phase. We train the RNN model in a Siamese setup

(i.e., employing the Contrastive Loss function) in which the model has two inputs (the two swipe

samples to compare) and two embedding vectors as outputs (see Fig. 2.5.b for details). During

the training phase, the RNN model learns to project embedding vectors from same user close

to each other and embedding vectors from different users far from each other. The input of

the RNN model s (we changed the nomenclature of the RNN input from the previous Chapter

to s in order to avoid misunderstandings with the x coordinate) is a feature set of size 11×N
extracted for each swipe. The output of the model f(s) is an embedding vector of size 1×64 that

contains discriminative information extracted from each swipe gesture to authenticate users. To

test our model we compute the Euclidean distance between pairs of embedding vectors: one

from the genuine user that claims to authenticate in our system, called gallery sample f(sg), and

the unknown sample f(su) that we want to verify.

Regarding the training details, the best results were achieved with a learning rate of 0.05,

Adam optimizer with β1 = 0.9, β1 = 0.999, ε = 10−8 and the margin set (see Eq. 2.7) to α = 1.5

without learning decay. The model was trained after 30 epochs with 100 batches per epoch.

Each batch has a size of 512 pairs. The pairs were chosen randomly but keeping the number of

genuine and impostor pairs balanced in each batch. The model was built in Keras-Tensorflow.

The RNN network is trained with 70% of HuMIdb users and tested with the remaining ones

(open-set authentication paradigm). We want to highlight that there are a total of 30K swipe

gestures in our experimental dataset. The size of the input features vector is set to N = 50,

filling with zeros when the vectors are smaller and truncating in the opposite case.

Additionally, we compare our proposed RNN model with our implementation of one of

the best state-of-the-art systems traditionally employed in mobile touch authentication: global

features extraction plus binary Support Vector Machine (SVM) classifier with Gaussian kernel.

In particular, we compute the global features presented in [Martinez-Diaz et al., 2014] (commonly

used for online handwriting sequence modeling) and adapted for swipe biometrics in [Fierrez

et al., 2018]. Mean velocity, max acceleration, distance between adjacent points, or angles are

some examples of this subset of 29 features extracted. We employ the same experimental protocol

for both systems. This means that we compute a binary classifier to authenticate each user by

using the gallery samples as genuine training samples, and then we test with the remaining ones.

This method allows us to compare the amount of user data each architecture needs.

4.2.2. Results and Discussion

The results are depicted in Fig. 4.1 in terms of Equal Error Rate (EER), where EER refers

to the value where False Acceptance Rate (FAR, percentage of impostors classified as genuine)

and False Rejection Rate (FRR, percentage of genuine users classified as impostors) are equal.

The curve shows the variation in the performance according to the number of gallery samples
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Figure 4.1: Authentication based on touchscreen signals (single swipe): Error Rates (%) for increasing
number of gallery samples (G) employed to model each user.

G used to compute the score for each user, as the average of the Euclidean distances between

the gallery samples f(sg) and the unknown sample f(su). For one-time authentication (G = 1)

our proposed system achieves an EER of 19%, and the performance improves when scaling up

the number of gallery samples. In fact, with 6 gallery samples the EER is reduced to 13%,

with no significant improvements for larger G. Comparing with the SVM architecture, we can

observe that the Siamese RNN architecture obtains much better results. These results prove

the richness of touch gestures to model the interaction between humans and smartphones, in

particular for user authentication. With a simple gesture (drag and drop) we have built an

authentication system with good performance. Note that this performance is achieved under

uncontrolled conditions including almost 600 different devices and non-supervised acquisition.

Although these error rates can be considered high for some applications (e.g., in comparison with

fingerprint or face authentication), the authentication based on touch gestures can be useful in

continuous authentication scenarios where identity management is based on multiple evidences

evaluated in a transparent setup.

4.3. Multimodal Authentication Approach

Previous works fusing different modalities ([Deb et al., 2019; Fridman et al., 2016; Li and

Bours, 2018a]) have focused their approach on obtaining time windows from the different modal-

ities and then carry out the fusion. However, this does not represent a realistic scenario due to

not all modalities fused can always be captured in a specific time windows. In this approach

we go a step forward by merging the modalities at session level (time during an unlock and the

next lock of the device), and therefore fusing only the modalities available at each session.

We analyze two architectures for user authentication (see Fig. 4.2) according the two sce-

narios proposed: the first scenario (continuous line in Fig. 4.2), referred to as One-Time Au-

thentication (OTA) is based on unimodal systems trained with the information extracted from
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4. USER MOBILE AUTHENTICATION BASED ON IN-BUILT SENSORS

Figure 4.2: The pipeline of the multimodal approach proposed for mobile authentication. Continuous line
corresponds to one-time authentication, and dotted line indicates add-on modules for active authentication.

the mobile sensors during a user session. A session is defined as the elapsed period between

the device unlock and the next lock. Therefore, sessions have a variable duration and infor-

mation obtained from sensors varies depending on the usage of the device during the session.

The information provided by the sensors is employed to model the user according to seven sys-

tems: keystroke, touch gestures, accelerometer, gyroscope, Wi-Fi, app usage, and GPS location.

Each system provides a single authentication score and these scores are combined to generate a

unique score for each session. The second scenario, called Active Authentication (dotted line in

Fig. 4.2), is based on updating a confidence value generated from the One-Time Authentication

during consecutive sessions.

The 7 systems are categorized into two main groups according to the nature of the infor-

mation employed to model the user: biometric and behavior-based profiling systems. In this

approach, biometric systems refer to the top 4 channels in the Sensors Data module of Fig. 4.2

(red box). The way we realize touch gestures, typing, or handle the device is determined by be-

havioral aspects (e.g., emotional state, attention) and neuromotor characteristics of users (e.g.,

ergonomic, muscles activation/deactivation timing, motor abilities). Behavioral-based profiling

refers to those systems that model the owners of the device according to the services they use

during their daily habits (orange box in Fig. 4.2, bottom 3 channels in the Sensors Data module).

4.3.1. Experimental Protocol

Wi-Fi, app usage, and GPS location authentication systems are based on a similar template-

based matching algorithm. A user template is defined as a table containing the time stamps

and the frequency of the events [Li and Bours, 2018c]. For this, we divided the time (24 hours

of the day) into N equal time slots (e.g., if we choose N = 48 we will have 48 time slots of 30

minutes), giving to each time slot a number ID. Then we store in the template the event’s name,

the number ID of the time slot and the occurrence frequency of that event (number of times this

event occurs during this particular time slot on a window of consecutive days). Table 4.2 shows

an example of the app-usage template for a given user generated according the data obtained

during 6 days; in this case ‘WhatsApp’ application is detected in the fourth slot for five days

out of the 6 days considered meanwhile the same app is detected only one day in the fifth slot.
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Event Time Slot Frequency

WhatsApp 4 5

Navigator 4 3

YouTube 5 1

WhatsApp 5 1

Facebook 7 2

Table 4.2: Example of an app-usage user template generated according the data captured during six
days.

Note that multiple detections of the same event in the same time slot and day are ignored but

they are stored if they belong to different time slots or days. Depending on the system, the

event could be the name of the Wi-Fi network, latitude and longitude of a location (with two

decimals of accuracy), or the name of a mobile app for Wi-Fi, GPS location, and app usage

systems, respectively. Finally, we test the systems by calculating a behavior-based confidence

score [Li and Bours, 2018c] for each test session as:

score =
S∑
i=1

f2
i (4.1)

where f2
i is the frequency of the event stored in the template that match with the test event i in

the same time slot and S is the total number of events detected in that test session. For example,

if the test session includes the usage of ‘WhatsApp’ and ‘Navigator ’ apps during the fourth slot,

the score confidence will be 52 +32 = 34 (according to the template showed in Table 4.2). Based

on this, a higher score in the test session implies higher confidence for authentication.

For touch gestures, keystroke, accelerometer and gyroscope systems, the feature extraction

and classification algorithms are adapted to model the user information. The features em-

ployed in the system based on touch gestures is a reduced set of the global features presented

in [Martinez-Diaz et al., 2014] (commonly used for online handwriting sequence modeling) and

adapted for swipe biometrics in [Fierrez et al., 2018]. Mean velocity, max acceleration, dis-

tance between adjacent points, or total duration are some examples of this subset of 28 features

extracted from the {x, y} touch coordinates (see [Martinez-Diaz et al., 2014] for details).

For accelerometer and gyroscope, the data captured are comprised of the {x, y, z} coordi-

nates of the inclination vector of the device (gyroscope) and the acceleration vector (accelerom-

eter) in each time stamp. For these two sensors we use the feature set proposed in [Li and

Bours, 2018b]: mean, median, maximum, minimum, distance between maximum and minimum,

and the standard deviation for each array of coordinates. Moreover, we propose the 1 and 99

percentiles and the distance between them as additional features. Regarding keystroke dynam-

ics, the keys pressed were encrypted in order to ensure users’ privacy. Thus, systems based

on graphs were discarded and we adopted traditional timing features: hold time, press-press

latency, and press-release latency as in [Morales et al., 2016; O’Neal et al., 2016]. Finally, we
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System Single +Wi-Fi +GPS +AppUsage All AA

Touch gestures 72.0 78.2 78.3 75.4 83.1 95.0(6)

keystroke 62.5 72.6 70.9 67.8 79.1 92.9(7)

Accelerometer 61.3 70.8 77.3 64.7 78.7 93.7(7)

Gyroscope 59.5 69.7 72.6 63.4 78.4 92.3(6)

Combined 73.2 77.3 78.9 75.3 82.2 97.1(5)

Table 4.3: Results achieved for both OTA and AA scenarios in terms of accuracy (%) according to
different number of biometric systems and their fusion with behavior-based profiling systems. In brackets,
average number of sessions employed (ADD).

propose a feature set based on 6 statics (mean, median, standard deviation, 1 percentile, 99

percentile, and 99− 1 percentile). For classification we train different SVM with a Radial Basis

Function (RBF) kernel, one for each biometric system and user with an optimization of both

hyperparameters (C, σ).

As commented before, the experiments are divided into two different scenarios: One-Time

Authentication (OTA) and Active Authentication (AA). In OTA experiments, all 7 systems

are trained separately for each user and the scores are calculated at session level, generating 7

scores for each test session as maximum (note that the number of systems available during a

session varies). The 4 biometric systems considered can produce more than one score per session

(e.g. multiple gestures or multiple keystroke sequences during a text chat). In those cases, the

scores available during the session are averaged to obtain one score for each biometric system

and session. Finally, we normalize with tanh normalization and fuse the scores (mean rule) to

calculate a single score [Fierrez et al., 2018b] according to the different fusion set-ups proposed.

The scores from the best fusion set-up will be used in the AA scenario. For AA scenario, we

employ multiple consecutive sessions in order to improve the confidence in the authentication

by updating a confidence score based on the scores of previous sessions (see Sec. 2.2.2 for AA

algorithm details).

All experiments were conducted with the UMDAA-02 database (described in Sec. 2.1.5) and

dividing the database into 60% days for training (first sessions) and the remaining 40% days for

testing. This means that we employ 6 days in average to model the user and 4 days in average

to test such a model. The performance for both scenarios is presented in terms of accuracy

computed as 100− EER (Equal Error Rate).

4.3.2. Results and Discussion

Table 4.3 summarizes the results for OTA scenario by ranking from the best individual bio-

metric system performance to the worst one. The first column shows the performance obtained

for each single biometric system. From the second to the fourth column, we show the perfor-

mance for the fusion of each biometric system with each behavior-based profiling system, and

the fifth column shows the fusion with all of them. Firstly, the poor performance achieved by
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Figure 4.3: ROC curves (a) in OTA scenario for individual biometrics and the best fusion set-up
incorporating the three considered behavior profiling sources (All = Wi-Fi + GPS + App usage). PND
vs PFD curves of active authentication for the best fusion schemes (b), PND vs PFD and ADD vs PFD
curves for the best fusion set-up (c). The dark dashed line shows the EER and the red one shows the
Average Detection Delay (ADD) for that EER in the lower plot.

some biometric systems can be caused by the uncontrolled acquisition conditions of the database

and the limited number of samples per session (e.g., free text keystroke usually requires large

sequences) but the combination of all of them (last row in Table 4.3) shows acceptable per-

formance for unsupervised scenarios. Secondly, we can observe that behavior-based profiling

systems always improve biometric system performances in all fusion schemes. In fact, the com-

bination of all behavior-based profiling approaches with each biometric system achieves the most

competitive performance, improving them in more than 18% of accuracy in the best of cases.

If we analyze each single behavior-based profiling fusion, we can observe that the GPS system

achieves the best improvements, boosting biometric systems performances in more than 13% of

accuracy.

Finally, in Fig. 4.3.(a) we plot the Receiver Operating Characteristic (ROC) curves for each

single biometric system and the best fusion set-up (i.e., the fusion of all behavior-based profiling
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systems with each biometric system, column 5 in Table 4.3). The results in OTA scenario

suggest that behavior-based profiling systems always improve the biometric ones and the best

performance is achieved by fusing with all of them, and therefore, the scores obtained from this

fusion scheme will be use in AA scenario.

To calculate the correct classification rate in AA we plot in Fig. 4.3.(b) and Fig. 4.3.(c) the

PND vs. PFD and the ADD vs. PFD curves respectively. The PND-PFD curves are similar

to FMR-FNMR curve in one-time authentication with the main difference that those results

are obtained from a sequence of stacked scores instead of only one. The EER will be the value

where PND and PFD are equal and the accuracy will be computed as 100− EER. The ADD-

PFD curve shows the number of sessions needed to detect an intruder according to the PFD.

This curve allows us to know how many sessions are needed to achieve the EER reported. For

instance, the PND-PFD curves in Fig. 4.3.(c) show that the EER in Active Authentication is

2.9% for an ADD equal to 5 sessions. These results suggest that we can improve OTA results

at the cost of having more sessions to detect an intruder. All curves were calculated for each

user and averaged.

Finally, all AA results are summarized in the last column of Table 4.3. Remember that

scores employed in the QCD-based algorithm come from the fusion scores of the best OTA

scenario (fusing with all behavior-based profiling systems) so both performances are correlated.

Each performance in Table 4.3 for AA is followed by the average detection delay in brackets

needed to achieve it. As we expected, in all different fusion set-ups the AA algorithm improves

the accuracy at the cost of needing more sessions to detect the intruder. In fact, for the best

fusion set-up the performance improves from 82.2% to 97.1% by using 5 consecutive intruder

sessions to detect the impostor. Comparing all scenarios, the greatest improvement occurs with

all biometric systems combined (14.9% of improvement in the last row of Table 4.3) with an

average 5 sessions.

4.4. Chapter Summary and Conclusions

We have explored the potential of mobile devices to model human-machine interaction. We

presented a taxonomy of applications that can exploit the signals originated in those sensors

in three different dimensions, depending on the main information content embedded in the

signal or signals exploited in the application: neuromotor skills, cognitive functions, and behav-

iors/routines. We have overviewed the databases employed in the literature. These databases

have been used traditionally for user authentication, but they provide signals useful for other

applications as well beyond security and related to human behavior analysis. As example ap-

plication, we experimented with HuMIdb, which to the best of our knowledge is the largest

database of mobile sensor signals acquired during human mobile interaction to date, with 14

sensor signals collected from 600 users across 5 sessions and more than 600 devices involved. For

that experiments we introduced a new method for user authentication based only on one touch

gesture (drag and drop) and RNNs resulting in an error rate of 13%.
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In another example application, we have developed a multimodal mobile authentication

system that include up to four different biometric traits (touch gestures, keystroke, gyroscope,

and accelerometer) and three behavioral-based profiling techniques (GPS, Wi-Fi, and app usage).

The experiments were conducted on the UMDAA-02 mobile database, a challenging dataset

acquired under uncontrolled conditions. Our results over 97.1% of accuracy when combining

all data channels in an active authentication scenario show the potential of multimodal mobile

authentication approaches based on biometric signal processing.
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Chapter 5

Modelling Human Interactions for

Children Detection

In this chapter we analyse a way to classify subjects with touchscreen gestures according to two

age groups: children and adults. We will also apply AA algorithms in order to take advantage

of physiological and behavioural mannerism of the subject while interacting with a touchscreen

device during a short period of time to detect a change in the subject’s profile. Such mannerisms

are often distinctive among different subjects, they are stable over a period of time and difficult

to mimic [Perera and Patel, 2017b]. Therefore, AA systems are well protected against spoofing

or hacking and recent works have shown that they report better results than OTA systems [Patel

et al., 2016]. The main objective of the method proposed in this chapter is to detect a child

with the minimum possible delay from the moment he or she starts using a touch based device.

Thanks to the usage of AA systems, in this context it would be possible for example to adequate

the content shown on the screen for the new subject profile instantly, avoiding locking the session

and asking for a password or traditional parental control systems.

The chapter is organized as follows: we first summarize in Sec. 5.1 related works in age

detection. Then, we present the system proposed in Sec. 5.2 and evaluates its performance for

OTA and AA scenarios in Sec. 5.3.

5.1. State-of-the-art on Age Detection

In the existing literature, there are many experiments exploring the use of technology by

children, seeking how to improve the design of adapted interfaces and applications [McKnight

and Cassidy, 2012]. However, modelling and characterizing mathematically how children interact

with touch devices and how their conduct differs from the adult’s one is a field that has not

been studied deeply enough. A work related to this topic is [Aziz et al., 2013] where the

authors analysed different types of touch tasks like tap, rotate or drag and drop, and they

found that children have different success rates when trying to perform different tasks. Simple
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Figure 5.1: For each sequence of M input consecutive touch gestures, three feature sets are generated:
Lognormal (fL), Global (fG), and Tap/Offset (fT )

tasks (e.g., swiping, tapping) can be done by all children without any problem, but the more

complex ones are very difficult to complete for short age children. In [Anthony et al., 2012],

the authors measured the touch gestures of children and compared it to gestures from adults.

They discovered that children have a larger miss rate compared to adults when trying to hit

small targets. The difference between adults and children is mainly caused by the different

grade of maturity of their anatomy and neuromotor system. These features are less mature

in children, so they have worse manual dexterity causing rougher movements [Inhelder and

Piaget, 1969; O’Reilly and Plamondon, 2009]. In a complementary case of our study [Suleyman

et al., 2015], the authors show high classification rates between young adults (20-50 years) and

older adults (70+ years) based on touch-gestures, demonstrating differences in neuromotor skills

during human ageing whilst our work studies differences between undeveloped neuromotor skills

in children and total maturity in young adults. In [Bevan and Fraser, 2016], the authors show

that people with long thumb complete swipe gesture over a smartphone faster than those with

shorter thumb. This could be a key to identify children due to their shorter thumbs and therefore

longer time task.

5.2. Experimental Protocol

We will analyse two different types of touchscreen gestures: swipe and tap. In swipe tasks,

subjects slide their finger over the screen, while tap tasks consist on tapping the touchscreen

for a short period of time. We choose these gestures because they are the most common ones

in touchscreen interaction and they are easy to be performed by children. To do this, we use

information of swipe and tap patterns from a publicly and available database [Vatavu et al.,

74



5.2 Experimental Protocol

Figure 5.2: Child (left) and adult (right) speed profiles from a touchscreen pattern (swipe). Numerical:
is the captured velocity signal |~v (t)| the touch activity (input of the model). Analytical: is the reconstructed
Sigma Lognormal velocity |~vr (t)| profile (output of the model). Strokes: is the decomposition in individual
strokes of the model |~vi (t)|.

2015b] comprised of 119 subjects (89 children and 30 adults) using two different types of devices:

a smartphone and a tablet (see Sec. 2.1.4 for more database details) .

The architecture proposed is divided into three consecutive stages depicted in Fig. 5.1: fea-

ture extraction to compute the most suitable features for each touch-based task, SVM classifi-

cation to classify between child or adult for OTA scenario, and AA scenario where a sequence

of M touch gestures performed during the interaction with the device is taken into account to

decide whether it has been produced by an adult or a child.

5.2.1. Feature Extraction

The feature extraction approach followed depends on the task performed: tap or swipe. For

swipe tasks we use two feature approaches, one based on the Sigma-Lognormal model (already

presented in Sec. 2.2.1) and a different one based on global features. It is worth noting that

Sigma-Lognormal features extract information related to neuromotor skills involved in the action

performed, meanwhile global features extract holistic information from the trajectory of the

stroke performed. For tap tasks we follow a feature approach based on Tap/Offset features,

proposed in [Suleyman et al., 2015] due to they are more suitable for tap gestures (few samples,

lack of fine movement).

Sigma-Lognormal features: studies like [Duval et al., 2015; Meulenbroek and Van Galen,

1988] have proved that the Sigma-Lognormal model can be used to characterize children

handwriting. They conclude there are two main groups of children that are separable by

looking at their learning stage. Children’s neuromotor skills become more similar to the

adults’ skills when they grow up, namely, when they finish their preoperational stage. At

age 10 children know how to activate each little muscle properly to produce determinate

fine movements [Vatavu et al., 2015b]. As they are based on the same neuromotor skills, the

principles applied to the handwriting models can be used to model touchscreen patterns.

In Fig. 5.2, the speed profiles of an example of touchscreen pattern is shown. The numerical

signal |~v (t)| is the velocity profile of the touchscreen pattern acquired by the device, which
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Space-based Features Time-based Features General Features

f1 = Di f8 = ∆t0 = t0i − t0i−1 f19 = Task Time
f2 = µi f9 = v2 = |~vi (t2i)| f20 = # of lognormals
f3 = σi f10 = v3 = |~vi (t3i)|

f4 = sin θsi f11 = v4 = |~vi (t4i)|
f5 = cos θsi f12 = δt05 = t5i − t0i
f6 = sin θei f13 = δt15 = t5i − t1i
f7 = cos θei f14 = δt13 = t3i − t1i

f15 = δt35 = t5i − t3i
f16 = δt24 = t4i − t2i
f17 = ∆t1 = t1i − t1i−1

f18 = ∆t3 = t3i − t3i−1

Table 5.1: Sigma-Lognormal model extracted features. These features are calculated for each lognormal
of the decomposition of the numerical signal |~vi (t)|.

is employed as input of the Sigma Lognormal model. The model decomposes this velocity

profile into individual strokes |~vi (t)|, each stroke represents a Lognormal signal with their

own parameters. The analytical signal |~vr (t)| is calculated as the summation of these

individuals strokes extracted from the numerical signal (see Sec. 2.2.1 for more details).

Finally, the parameters of the Sigma-lognormal model (see Table 2.3) have been adapted

to calculate 18 different features that can be used to depict the neuromotor properties

of the subjects [Fischer and Plamondon, 2015]. Table 5.1 summarize these features and

classify them into three different groups according to their temporal or spatial nature.

Additionally, the task time and the number of lognormals in each task have been added as

features number 19 and 20. Note that every swipe is composed of at least one lognormal

with its own parameters, and therefore, their own features so a combination of features is

needed to obtain a single value for each feature in those swipe with multiple lognormals

(i.e., multiple |~vi (t)|). In this work, the values of the features have been combined by

computing the arithmetic mean of the features obtained from each |~vi (t)|.

Quite often it is possible to differentiate between children and adults by simply looking

at the velocity profile of a touchscreen task. A visual comparison between children and

adults speed profiles (Fig. 5.2 left and right respectively) shows that children speed signals

are composed by a higher number of strokes than the adult’s signals. The larger maturity

on the neuromotor skills of adults produces soft velocity profiles that reveals a fine control

of the movements.

Global features: the global features set refers to those features calculated from the entire

touch task pattern, such as the mean velocity, max acceleration or total duration. For this

purpose, many global features set have been proposed in the literature [Jain et al., 2005;

Martinez-Diaz et al., 2014; Serwadda et al., 2013] for signature verification. We use the

28-dimensional features set applied in [Fierrez et al., 2018] due to good results obtained

76



5.2 Experimental Protocol

Parameter Description

T Task Time

v′, vσ, v1st , v2st , v3st

Velocity: mean, standard deviation,
first quartile, second quartile and
third quartile.

a′, aσ, a1st , a2st , a3st

Acceleration: mean, standard devi-
ation, first quartile, second quartile
and third quartile.

dN−1 Distance between end points.

θ
Angle between line and horizontal
axis.∑N

i=0 di
Summation of distance between ad-
jacent points.

dx, dy
Distances between mean and min
point.

σax, σay
Standard deviation of x and y axis
acceleration.

H, V Horizontal and vertical span ratio.

A Swipe area.

Table 5.2: Global features set.

in swipe patterns, but with some limitations (pressure measurements were not acquired in

this database). After removing the features related to pressure, a 21-dimensional feature

vector was computed, as shown in Table 5.2.

Tap/Offset features: tap tasks are characterized by two features: i) the distance between

the target point and the point touched (Offset-distance); and ii) the time that the subject

touches the screen during the tap task (Tap-time).

Finally, we use feature selection based on Sequential Forward Floating Search (SFFS) to

calculate the best subset of features for each feature set in swipe task. Up to 5 features were

extracted to achieve the best result for lognormals features: f1, f2,f9, f19, f20 and other 5

features where selected from the global feature set: v′, v2st , v3st , a2st , a3st .

5.2.2. Classification

As a classifier we use SVM with a RBF (with C = 30 and σ = 10) kernel because of its good

general performance in binary classification tasks. As showed in Fig. 5.1, three binary SVM

classifiers were implemented, one for each feature set. Four different classification algorithms

were tested: Decision Tree, k-Nearest Neighbours (kNN), SVM-RBF and Logistic Regression.

We choose SVM-RBF due to it achieves the best and stables results in all scenarios. Each SVM

is trained using samples from children and adults over the training data. Owing to we have two

different feature sets for swipe task, we compute the final score by merging both feature sets
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following two fusion approaches: fusion at feature level and fusion at score level. The two fusion

approaches followed for swipe task achieved similar performance independently (as later we will

see in Sec. 5.3). For fusion at feature level, both sets of features were concatenated to form the

feature vector. For fusion at the score level, the final score is obtained as the average of the

previous two.

As commented before, the experiments were divided into two well differentiated scenarios:

one-time authentication (OTA) and active authentication (AA). OTA refers to the features ex-

traction and SVM classifiers experiments, where only one sample is used to discriminate among

children and adults. For this, the subjects have been separated randomly in training (60%)

and test (40%). It is guaranteed that subjects (children and adults) employed for training are

different from those employed for test (open-set classification paradigm). The OTA experiments

were repeated 50 times and the final performance is presented in terms of average correct clas-

sification rate computed as 100 − EER. Owing to the higher number of children tasks in the

database compared with the adults, selecting a percentage of the total subjects makes the two

scenarios to be unbalanced. Experiments balancing the number of both classes in training and

testing processes have been made. Nevertheless, the results show small variations around 1% of

accuracy (variation that can be related to the statistical variation due to the data set).

On the other hand, in AA experiments we simulate a sequence of events (i.e., sequences of

swipe and tap gestures) during a period of time to detect a change in the subject profile (from

adult to child or vice versa). To simulate this change in the subject profile, we build sample

sequences with a first half of adult samples and the second half of child samples, very similar

to the sample sequence showed previously in Fig. 2.3 (left). Moreover, the rate between taps

and swipe in each sequence ρ can vary depending on the application used (remember that each

sample of the sequence could be a tap or swipe); for instance, in reading applications swipe

gestures are more common than taps gestures meanwhile, in videogames applications it would

be the opposite. The different combinations have a significant impact in results due to tap

gestures have a worse performance in one-time subject detection and it could yield a drop of

performance for active detection in those sequences where tap gestures are more common. To

analyse the effects of this rate we separate the experiments in three different set-ups taking into

account the percentage between tap and swipe gestures in the sample sequences made. Remark

that active detection samples are the scores from the one-time detection system (see Fig. 5.1),

so the performance of the first one is crucial for both scenarios.

5.3. Results and Discussion

5.3.1. One-time Detection

In Table 5.3 we summarize all experiments performed in OTA scenario. For swipe tasks,

the best result was achieved with fusion at the score level between the two approaches based

on Global features and Sigma-Lognormal features. The mean value of correct classification
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Our implementation of
Vatavu et al. [2015a]

Swipe Tap

Device
Sigma-

Lognormal
Global

Feature
Fusion

Score
Fusion

Tap

Mobile 86.5 93.6 92.1 92.7 94.1 85.4

Tablet 90.5 96.3 94.5 94.9 96.5 80.0

Table 5.3: Results achieved for each OTA system in terms of correct classification rate (%).

Figure 5.3: Probability distribution of adults and children for tap and swipe tasks with phone device.

rate having into account all evaluated scenarios and both devices is 94.4%. The best results

are obtained with tablets as sensors, while when using smartphone’s data slightly worse results

are achieved. Note that swipe gestures have longer trajectories in tablet screens compared to

smartphone screens. Larger movements imply more information available to classify subjects.

However, tap gestures do not take advantage of the screen’s size due to the target point has the

same size in both devices (remember that the distance between the target point and the point

touched is one of the two features in Tap/Offset feature set). Fig. 5.3 shows the probability

distribution functions of the scores calculated in the classification process for both swipe and

tap task in phone device. For swipe task, scores from children and adults are visibly separated

into two different zones, making possible to get high accuracy rates (over 93%). There are also

other zones where the score distributions overlap. These regions are the source of incorrect

classifications. Combining scores from several samples (as we will see later in AA scenario)

of the same subject could reduce the overlapping areas, increasing even more the accuracy

rate. Regarding tap task, both probability distributions show greater overlap causing a worse

performance.

Table 5.3 also shows the classification accuracies obtained from the method proposed in [Vatavu

et al., 2015a]. The improvement in accuracy rate can be associated to the better discrimination

due to a combination of Lognormal and global features that describes better touched based

gestures, while in [Vatavu et al., 2015a] their features are basically related to the precision of

the gestures. Finally, the age of children is a key factor to take into account in classification
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Figure 5.4: Probability distribution of adults (right y-axis) and children scores sorted by age (left y-axis)
for swipe task (right) and tap task (left) with tablet device.

performance. Neuromotor skills in children become more similar to the adult ones as they grow

up. At the age of ten, children have their neuromotor skills completely developed making the

classification task more complicated [Duval et al., 2015], in order to analyse the impact of the

growing we compare children scores by age obtained in the classification task with the distribu-

tions of adults scores, expecting to observe a similarity between adults and children as children

are older. Fig. 5.4 shows the scores obtained by the SVM of the children in tap and swipe

task sorted by age (left y-axis). Besides, the distribution of adults scores is plotted to easy

comparison. We can observe that children scores get close to the adult ones as children grow up

due to maturity of their neuromotor skills, especially in tap task. In accuracy terms, we divide

children into three age groups: under 4 years old, between 4−5 and older than 5; the accuracies

in tablet device were 85.0%, 80.8% and 76.3% respectively in tap task and 98.2%, 96.5% and

93.2% respectively in swipe task.

5.3.2. Active Detection

As mentioned before, the swipe/task rate (ρ) could be crucial for AA results due to worse

performance in tap tasks. Real subject interaction with touch screens involves swipe and tap

gestures. Thus, we decided to distinguish among three set-ups taking into account different

percentage of swipe and tap events:

First set-up (ρ ≤ 0.25): sample sequences with a 25% or less of swipe gestures.

Second set-up (0.25 < ρ < 0.75): sample sequences with swipes and tap gestures balanced.

Third set-up (ρ ≥ 0.75): sample sequences with a majority of swipe gestures.

The swipe and tap gestures from each subject are randomly chosen for all three set-ups

to build each sample sequence. The experiments are repeated up to 100 times so we have 100

different samples sequences for each subject. In order to analyse the AA system performance, we

present ADD, PFD and PND curves shown in Fig. 5.5. All curves were calculated individually

for each subject, and finally averaged.
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Figure 5.5: PFD (left), PFD ADD (middle) and PND (right) curves for smartphone.

PFD curves show how many adults in percentage are identified as children (false detections).

All set-ups show similar PFD performance; as it is expected, false detections decrease when

thresholds increase. Furthermore, the third set-up (ρ > 0.75) where swipes gestures are more

common decrease faster due to having a better performance in OTA scenarios for swipe, so

false detection are relatively uncommon among swipe gestures. In addition, ADD-PFD curve

denotes how many samples are necessary to identify a child on average depending on false adult

detections. This quantity is a significant factor to take into account when an AA system is

designed. The system tries to identify a child with the minimum amount of samples as possible

in order to reduce the time delay (time between the child starts to operate the device till he

is detected) but avoiding false detections as well. It can be seen that the number of samples

necessary to identify a child increases when we decrease the false detection, so there is always a

trade-off between both curves. Moreover, ADD curve for the third set-up (ρ > 0.75) has better

performance again.

PND curves depicts the percentage of children which are not detected by the system. In this

case, the first set-up (ρ < 0.25) increases faster with the threshold. Regarding the third set-up

we expected to achieve the best results but it tends to obtain the highest PND rate with high

thresholds. The main reason of this effect is that the lack of swipe samples in some children

suggest that they would never be detect by the system for high thresholds. Note that the third

set-up has the best results for low thresholds where few samples are enough to reach it. It can be

seen that there is always a trade-off between false child detection (PFD) and non-child detection

(PND), we can decrease the false adult detection at the cost of having more children who are

not detected by the system and vice versa. Therefore, performance will vary depending on the

system design and application.

The PFD-PND curves showed in Fig. 5.6 are useful performance metrics to analyse AA

systems. Note that PFD/PND in active detection are similar to FMR/FNMR in OTA results.

The main difference is PFD and PND curves are obtained from a sequence of stacked scores

meanwhile FMR/FNMR come from OTA scenarios. In order to differentiate among both cases,

we decided to keep the same nomenclature as in [Duval et al., 2015]. In these curves we can

appreciate the trade-off effects: reducing the false child detection rates (PFD) makes the system

more prone to non-child detection (PND) as a consequence. In this figure we can analyse better
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Figure 5.6: Probability of non-detection (PND) vs probability of false detection (PFD) with smartphone
device. Points where curves cross the black line are the EER values.

Active Detection One-time Detection

Device ρ = 0 ρ < 0.25 0.25 ≤ ρ ≤ 0.75 ρ > 0.75 ρ = 1 Swipe Tap

Mobile 86.2 86.2 91.1 94.5 95.6 94.1 85.4

Tablet 82.3 82.7 89.5 95.0 97.0 96.5 80.0

Table 5.4: Results achieved in correct classification rate terms (%) for both one-time detection and
active subject detection algorithms.

the ρ rates effects over the sample sequence. The case having more swipe than tap gestures

yielded better performance as expected.

Finally, Table 5.4 summarises the correct classification rates, computed as the opposite of the

EER (the points where curves in Fig. 5.6 cross the black line). Each correct classification rate

has been calculated independently for each device and ρ rates. This table shows that AA results

are slightly better in smartphone devices due to it achieves better results in tap gestures. In

fact, the difference between smartphone and tablet devices tends to decrease when tap gestures

are less common. Besides, the correct classification rates for OTA scenarios were added to the

table to compare among algorithms. It can be seen that AA results are always between OTA

results: results in AA scenario where most of samples are swipe are close to swipe results in OTA

scenario meanwhile AA algorithm improves OTA results when tap gestures are more common.

In fact, if we only consider swipe gestures (ρ = 1) or tap gestures (ρ = 0) in AA, the results

improve OTA marks so AA algorithms could improve OTA systems at the cost of having more

time to detect a child.

5.4. Chapter Summary and Conclusions

In this chapter we have studied an age classification algorithm based on swipe and tap

gestures. For this, we have employed three feature sets: i) one based on the parameters of the
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sigma-lognormal model that characterize better the neuromotor skills of the subjects, making

possible to discern between children and adults, ii) the global features set that extract features

from the whole gesture, and iii) two features extracted for the tap gestures. An evaluation of

performance has been made, using a public database with touchscreen activity of both children

and adults. Depending on the type of gesture, our methods achieve accuracies ranging between

80% and 96.5%. Secondly, we developed an active detection system aimed to detect a child

with the minimum delay as possible from the time he starts to interact with the device. We

simulate this situation generating sequences of tap and swipe gestures during a period of time.

Depending on the type of sequences, our methods achieve accuracies ranging between 82.3% and

97%. These accuracies can be obtained using features extracted from only four simple touch

gestures made by adults or children. Although our error rates are very low, the results should

be interpreted with care. A major limitation of this work comes from the database used, as it

does not contain data from subjects with ages between 6 and 25 years old. To the best of our

knowledge, there is no such database with touch screen interaction data available to the research

community.
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Chapter 6

Characterization of the Handwriting

Skills for Parkinson Detection

In this chapter we analyse a new set of handwriting features as potential biomarkers to model

PD. For this, we employ a novel database with data acquired from PD patients and healthy

control (HC) subjects during on-line handwriting tasks distributed in a 3 years time span (see

Sec. 2.1.6 for more database details). To the best of our knowledge, this is the largest handwriting

database for PD collected until now with 150 subjects (between PD and controls subjects) and

a total of 935 handwriting tasks. Additionally, we propose a new benchmark for the evaluation

of the different handwriting tasks (individually and merged) to classify between PD and HC

considering three feature sets: kinematics, nonlinear dynamics, and neuromotor feature sets;

and three different classifiers: kNN, SVM, and Multi-Layer Perceptron (MLP).

The chapter is organized as follows: we first make a brief discussion in Sec. 6.1 of the related

works for the evaluation of PD in handwriting biometrics. Then, we present the proposed

benchmark for the detection of PD in Sec. 6.2 and evaluates its performance for the different

tasks proposed in Sec. 6.3.

6.1. State-of-the-art on Handwriting Parkinson Detection

The literature of the automatic evaluation of handwriting skills in PD patients is extensive,

involving a huge range of tasks and machine learning algorithms. In [Drotár et al., 2016] the au-

thors perform an analysis of the kinematic and pressure features to classify between PD patients

and healthy subjects with a database of 37/38 PD/HC subjects. Their results of up to 82% of

accuracy considering different tasks such as spirals, sentences and characters demonstrates the

potential of handwriting features to asses and monitor the progression of PD. In [Mucha et al.,

2018] the authors introduced a new algorithm named ‘Fractional Derivative’ aimed to improve

classification results in PD detection by considering kinematic handwriting signals extracted

from drawing of a spiral. They report results of 72.4% of accuracy with a database of 30/36
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Figure 6.1: Example of the template for each of the 17 on-line handwriting tasks: the first tasks consisted
of writing the letters l and m in a continuous and long trace. Other tasks include the digits (0 to 9), the
ID, name and signature of the participant, a free sentence, and the alphabet. The other nine tasks consist
of geometrical figures including an Archimedean spiral, a circle with and without a template, a house, two
concentric rectangles, a rhombus, a cube, and the Rey-Osterrieth complex figure.

PD/HC subjects. In [Heremans et al., 2016] the authors found a correlation of r = −0.4 between

the handwriting kinematic features and the medical scales by using repetitive cursive loops for

the evaluation, with a population of 30/15 PD/HC subjects. In other work [Kotsavasiloglou

et al., 2017] authors report classification rates of 91% of accuracy by employing a kinematic

features and entropy analysis from drawings of horizontal lines. Finally, in [Taleb et al., 2017]

the authors report results of 96.87% of accuracy when classifying between PD patients and HC

subjects with a SVM classifier and a feature set composed by spatio-temporal, pressure, energy,

entropy, and intrinsic features. Seven tasks were considered from a corpus with 16/16 PD/HC

subjects. All these efforts and others have been summarized in recent surveys [De Stefano et al.,

2019; Impedovo and Pirlo, 2018].

6.2. Experimental Protocol

Kinematic, non-linear dynamics and neuromotor features sets were extracted from the hand-

writing signals acquired during the execution of the 17 different handwriting tasks (see Fig. 6.1

for details). Owing to handwriting tasks are composed by more than one stroke (defined as

the handwriting segment between pen-down and pen-up movements), the three feature sets
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Figure 6.2: Example of feature extraction from healthy control (left) and PD (right) patients when
performing the handwriting task no17. PD patients show a large number of lognormals with shorter
bandwidths as well as more irregular velocity signals due to the Parkinson symptoms.

were extracted at stroke level to compute a total of eleven statistical functions for each feature

(between all strokes): mean value, median, standard deviation, 1st percentile, 99th percentile,

difference between the 99th and 1st percentiles, maximum, minimum, kurtosis and skewness.

This procedure results in a 921-dimensional feature vector per task containing a total of 452

kinematic features, 354 nonlinear dynamics features and 115 neuromotor features. Although

we have not included all features proposed in the literature, we consider that this feature set is

representative of the state-of-the-art ([De Stefano et al., 2019]):

Kinematic features: these features are extracted from the whole handwriting pattern

(stroke in this chapter). Mean velocity, max acceleration, distance between adjacent points

or total duration are examples of kinematic features. In this chapter we employ the global

feature set already introduced in Chap. 5 and summarized in Table 5.2 as the kinematic

feature set. Although global feature set has been used to characterize handwriting signa-

tures for many years with good performance [Fierrez and Ortega-Garcia, 2008], they have

not been used before to characterize PD, so in this chapter we will analyze whether they

are suitable for this purpose. In Fig. 6.2 we have an example of the velocity and acceler-

ation signals extracted from both healthy and PD patient. We can see how these signals

are more irregular for the PD patient due to the hand tremor symptom of the disease.

Nonlinear Dynamics features: these features model stability, non-stationarity conditions
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6.3 Results and Discussion

in muscular movements that cannot be accurately modeled with other features. The

nonlinear features set has been applied to model other biosignals like voice and gait with

good results ([Pérez-Toro et al., 2018; Travieso et al., 2017]). Different nonlinear features

are extracted such as correlation dimension, Lempel-Ziv complexity, largest Lyapunov

exponent, Hurst exponent, empirical mode decomposition, and entropy. Other non linear

features typically extracted to model handwriting signals are considered including the

Shannon entropy, 2nd and 3rd order Renyi entropy, and the signal-to-noise ratio calculated

using the conventional energy definition and the Teager-Kaiser energy [Drotár et al., 2014].

Neuromotor features: the neuromotor features set (already presented in Sec. 2.2.1) ex-

tracted from the Sigma-Lognormal model [Fischer and Plamondon, 2017] allows to char-

acterize neuromotor-fine skills from the velocity profile of rapid human hand movements

like handwriting. These features can be used as a marker of neurological disorders. Healthy

patients tend to show velocity signals with less number of lognormals and stable band-

widths while the PD patients velocity signals show a large number of lognormals (due to

poor motor control ability) and variable bandwidths, as showed in Fig. 6.2.

For classification, we employ three binary classifiers (i.e., SVM, kNN, and MLP) with a

meta-parameter optimization that consists of a leave-one-out cross-validation strategy in a grid-

search over a set with different candidate values. For this, we employ one of the 17 tasks (the

‘Circle’ task) to train the classifiers and found the best hyper-parameters. The other 16 tasks are

employed for evaluation. The experiments are divided into three different scenarios, according

to the subjects employed to train and test the classifier: YHC (Young Healthy Control) vs.

PD, EHC (Elderly Healthy Control) vs. PD, and YHC vs. EHC. The division between young

(with ages between 17 and 42 years) and elder (older than 50 years) control subjects is aimed

to discern between the PD neuromotor impairment and typical neuromotor degradation caused

by the age.

6.3. Results and Discussion

Table 6.1 shows the accuracies obtained with the SVM classifier for the three scenarios

proposed: YHC vs. PD, EHC vs. PD, and YHC vs. EHC. Similar results were obtained with

MLP, but there were not satisfactory with kNN. When comparing among feature sets, we can

observe that the best results for all tasks are achieved with the Kinematic feature set followed

by the Non linear features. Moreover, the accuracies obtained when combining all feature sets

are lower than the results achieved by the Kinematic features by their own. This happens due to

the poor performance of the Neuromotor feature set which is outperformed by the other feature

sets in most of the tasks. The reason of this is that the computer tool employed to extract

the neuromotor features do not work well with long trajectories, due to the Sigma-Lognormal

decomposition took to much iterations to converge and the tool stops at some point without

finishing the process. In fact, in some tasks like ‘Alphabet ’ or ‘Freewriting ’ the tool is not able
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6. CHARACTERIZATION OF THE HANDWRITING SKILLS FOR PARKINSON DETECTION

Set of Features Classifier YHC vs. PD EHC vs. PD YHC vs. EHC

Kinematics
SVM 96.9 78.3 94.4
kNN 93.7 74.9 87.5
MLP 96.9 73.4 94.4

Non Linear
SVM 95.6 78.3 91.6
kNN 94.3 61.4 86.2
MLP 96.9 78.3 94.4

Neuromotor
SVM 88.0 51.6 81.9
kNN 89.3 65.2 79.1
MLP 81.8 59.9 81.9

All
SVM 96.9 81.7 97.2
kNN 96.9 73.4 87.5
MLP 96.9 78.3 94.4

Table 6.2: Classifications results (%) for all tasks. Note: the ‘Circle’ task was not considered, as it was
used before for training.

even to start so we decided to not include the neuromotor results for those tasks with too long

trajectories.

Regarding the analysis by task, ‘Alphabet ’ and ‘Signature’ tasks present the best classification

accuracy by merging all features sets according to the main rule to obtain the new scores: over

90% for YHC vs. PD and over 70% for EHC vs. PD. On the other hand, ‘Circle’ with template

and ‘Rectangle’ present performances below 60% in some cases.

Table 6.2 summarizes the results when combining all tasks following a late-fusion strategy

(i.e., combining at score level instead of at feature level as in Table 6.1). Again, the best perfor-

mance is achieved by the SVM classifier followed closely by the MLP. The results obtained with

the fusion strategy are better than those obtained with individual models for each task. Further

research in this topic may help to clarify which are the most important tasks to discriminate

between PD and healthy subjects, meanwhile we suggest that the best strategy is to combine all

them at score level. When comparing among scenarios, the worst results are achieved in EHC

vs. PD scenario as we expected. We suggest that the degradation of the neuromotor skills by

aging could affects the classification performance due to their symptoms are very similar to the

PD neuromotor impairments, and therefore, the classifiers are more prone to mistakes.

Finally, Fig. 6.3 shows the ROC curves for the classification between PD and HC subjects.

The four curves correspond to the results obtained with the SVM classifier considering the three

feature sets and their combination following the same late-fusion strategy as in Table 6.2. We can

observe that the classification between YHC and PD patients presents the best results in most

of the cases. The combination of all of the models presents the best results which confirms that

complimentary information can be obtained from each feature set. Finally, the most difficult

classification scenario is always between EHC and PD patients, which confirms other works in

the literature where the effect of aging in handwriting can be misunderstood as PD symptoms

for the classifiers.
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6.4 Chapter Summary and Conclusions

Figure 6.3: ROC curves YHC vs. PD, EHC vs. PD, and EHC vs. YHC with SVM classifier for
Kinematics (a), Non linear (b), Neuromotor (c), and the feature fusion (d). Area Under the Curve
AUC = 1 for perfect classification.

6.4. Chapter Summary and Conclusions

In this chapter we have analyzed three different feature sets (kinematics, non-linear, and

neuromotor features) for the characterization of PD thorough handwriting analysis. For this, we

have employed one the largest PD databases in on-line handwriting with 149 patients performing

17 handwriting tasks. The richness of the database is not only in the number of PD patients

and healthy control subjects, but also in the quantity and diversity of the tasks performed. Our

results over 96% of correct classifications rates in the best scenario (i.e., classifying between

YHC versus PD patients) show the potential of these handwriting feature sets to model and

characterize PD. When comparing among the different handwriting tasks, some tasks (e.g.,

alphabet, signature and house) are more discriminant than others (e.g., rhombus, rectangles and
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6. CHARACTERIZATION OF THE HANDWRITING SKILLS FOR PARKINSON DETECTION

cube) achieving superior performance in most of the classification scenarios proposed. Finally,

the worst classification scenario was between EHC versus PD patients, where the effect of aging

can be very similar to PD symptoms in handwriting tasks.
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Chapter 7

Modelling the Human Interaction

for Bot Detection

This chapter studies the suitability of a new generation of CAPTCHA algorithms based on

human-computer interactions named BeCAPTCHA. We present two approaches: i) BeCAPTCHA-

Mobile, a bot detector based on the analysis of the touchscreen information obtained during a

single drag and drop task in combination with the accelerometer data; and ii) BeCAPTCHA-

Mouse, a bot detector based on the neuromotor analysis of mouse dynamics to obtain a novel

feature set for the classification of human and bot. We evaluate both approaches by generating

realistic synthetic data with two novel methods: a) a function-based method based on heuristic

functions, and b) a data-driven method based on Generative Adversarial Networks (GANs) in

which a Generator synthesizes human-like data from a Gaussian noise input.

The chapter is organized as follows, in Sec. 7.1 we review the state-of-the-art works in the

bot detection field and the most advanced CAPTCHA algorithms, exposing their strengths

and weakness. Then, we present the two proposed BeCAPTCHA approaches: one approach

based on mouse dynamics in Sec. 7.2 and another one based on simple linear touch gestures in

combination with the accelerometer data for mobile devices in Sec. 7.3.

7.1. State-of-the-art on Bot Detection

How to distinguish between human users and artificial intelligence during computer inter-

actions is not a trivial task. This challenge was firstly discussed by Alan Turing in 1950. He

investigated whether machines could show an intelligent behavior, and also how humans could

be aware of these artificial behaviors. For this, he developed the famous Turing Test, commonly

named as ‘The Imitation Game’, in which a human evaluator would judge natural language con-

versations between a human and a computer designed to generate human-like responses. The

Turing Test was both influential and widely criticized and became an important concept in the

artificial intelligence field [Saygin et al., 2000]. However, at the epoch of Alan Turing research,
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7. MODELLING THE HUMAN INTERACTION FOR BOT DETECTION

the problem of machines acting like humans were commonly associated to science-fiction topics.

Nowadays, boosted by the last advances of machine learning technologies and worldwide

connections, that ‘science-fiction topic’ becomes a real hazard. As an example, bots are expected

to be responsible for more than 40% of the web traffic with more than 43% of all login attempts

to come from malicious botnets in the next years1. Malicious bots cause billionaire losses

through web scraping, account takeover, account creation, credit card fraud, denial of service

attacks, denial of inventory, and many others. Moreover, bots are used to influence and divide

society (e.g., usage of bots to interfere during Brexit voting day [Gorodnichenko et al., 2018],

or to spread anxiety and sadness during the COVID-19 outbreak2,3 through Twitter). Bots are

becoming more and more sophisticated, being able to mimic human online behaviors. On the

other hand, algorithms to distinguish between humans and bots are also getting very complex.

We can distinguish two types of bot detection methods in response to those sophisticated bots:

Active Detection: traditionally named as CAPTCHA (Completely Automated Public Tur-

ing test to tell Computers and Humans Apart), these algorithms determinate whether or

not the user is human by performing online tasks that are difficult for software bots to

solve while being easy for legitimate human users to complete. Some of the most popu-

lar CAPTCHA systems are based on: characters recognition from distorted images (text-

based), class-objects identification in a set of images (image-based), and speech translation

from distorted audios (audio-based).

Passive Detection: these detectors are transparent and analyze the users behavior while

they interact with the device. The last version of Google reCAPTCHA v3 replaces tra-

ditional cognitive tasks by a transparent algorithm capable of detecting bots and humans

from their web behavior4. In other work [Xie and Yu, 2009], the authors describe browsing

behavior of web users for the detection of DDoS Attacks (Distributed Denial of Service)

task.

Machine Learning and Pattern Recognition communities have made great advances during

the last decades. These advances have boosted several research fields including Computer Vision,

Audio Processing, and Natural Language Processing. Nonetheless, the application of these

advances to the bot detection field has been rather low. While previous works [Bock et al., 2017;

Bursztein et al., 2011] the authors focus their efforts in beating the existing CAPTCHA systems

and exposing their vulnerabilities with the latest advances in machine learning techniques, in

this chapter we employ them to develop better bot detectors and harden the existing ones.

The main drawback of traditional CAPTCHA methods is that they only measure cognitive

human skills (e.g., character recognition from distorted images, class-objects identification in a

set of images, or speech translation from distorted audios). Trying to ensure a very accurate bot

1https://resources.distilnetworks.com/white-paper-reports/bad-bot-report-2019
2https://www.washingtonpost.com/science/2020/03/17/analysis-millions-coronavirus-tweets-shows-whole-

world-is-sad/
3https://www.sciencealert.com/bots-are-causing-anxiety-by-spreading-coronavirus-misinformation
4https://www.google.com/recaptcha/intro/v3.html
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Figure 7.1: Learning framework of BeCAPTCHA-Mouse: i) we propose two novel methods to generate
realistic synthetic mouse trajectories that allow to train and evaluate bot detection systems based on mouse
dynamics; ii) we propose a neuromotor model to characterize human and synthetic mouse trajectories; iii)
we evaluate the proposed features using multiple classifiers and learning scenarios; and iv) the proposed
Generators can be also helpful for other HCI applications.

detection makes these CAPTCHAs difficult to perform even for humans. The main goal of our

proposed approaches is to focus more on human behavioral skills rather than on cognitive ones.

To the best of our knowledge, there are only a very limited number of works using behavioural

biometrics for bot detection. The most related to our research are [Chu et al., 2018] and [Akrout

et al., 2019]. In [Akrout et al., 2019] the authors synthesize mouse trajectories over a grid to

hack the Google reCAPTCHA v3 algorithm, and in Chu et al. [2018] the authors extract global

features (e.g., duration, average speed, displacement) from mouse and keystroke patterns to

conduct a case study in the detection of blog bots for online blogging systems.

While previous work in mouse dynamics [Ahmed and Traore, 2007; Chu et al., 2018] the

authors focused on basic cues like duration or average speed, in BeCAPTCHA-Mouse we go a

step forward by focusing on the analysis and synthesis of entire mouse trajectories. We propose to

use the Sigma-Lognormal model to extract neuromotor features that characterizes better human

behaviors while performing mouse movements. Additionally, we also propose novel generation

methods to synthesize human-like trajectories to improve the training and evaluation of our

methods. On the other hand, most of the current CAPTCHAs have been designed to be used

in a web interaction based on mouse and keyboard interfaces. In BeCAPTCHA-Mobile we

explore the potential of our approach for bot detection in smartphone devices, by employing the

data from two of the most common mobile sensor that can be easily acquired: touchscreen and

accelerometer.

7.2. BeCAPTCHA-Mouse

The mouse is a very common device and its usage is ubiquitous in human-computer interfaces.

Bot detection based on mouse dynamics can be therefore applied either in active or passive

detectors.

Our BeCAPTCHA-Mouse bot detector is based on two main pillars: i) we use mouse dy-

97



7. MODELLING THE HUMAN INTERACTION FOR BOT DETECTION

namics to extract neuromotor features capable to distinguish human behavior from bots (see

Fig. 7.1); ii) we generate synthetic mouse trajectories to improve the learning framework of bot

detectors.

Mouse dynamics are rich in patterns capable of describing neuromotor capacities of the users.

Note that we do not claim to replace other approaches (e.g., Google’s reCAPTCHA) by mouse-

based bot detection, our purpose is to enhance them by exploiting the ancillary information

provided by mouse dynamics.

Our proposed method for bot detection consists in characterizing each mouse trajectory (real

and synthetic) with a fixed-size feature vector obtained from a neuromotor decomposition of the

velocity profile, followed by a standard classifier. Each trajectory characterized in this way

can be classified individually using standard classifiers into human or bot based on supervised

training using a development groundtruth dataset. When multiple trajectories are available,

standard information fusion techniques can be applied [Fierrez et al., 2018a]. The more realistic

the synthetic data used as groundtruth for training the classifier the stronger the classifier.

In our experimental work we demonstrate the effectiveness of the neuromotor features and

the synthetic samples for different classifiers. The contribution and success of our BeCAPTCHA-

Mouse bot detector is not in the particular classifier used, but in two other fronts (see Fig. 7.1):

the high realism of the groundtruth data used for training our classifiers, and our proposed

trajectory modeling using neuromotor features.

7.2.1. Neuromotor Analysis of Mouse Trajectories

By looking at typical mouse movements (see Fig. 7.2.a), we can observe some aspects typically

performed by humans during mouse trajectories execution: an initial acceleration and final

deceleration performed by the antagonist (activate the movement) and agonist muscles (opposing

joint torque) [Plamondon, 1995], and a fine-correction in the direction at the end of the trajectory

when the mouse cursor gets close to the click button (characterized by a low velocity that serves

to improve the precision of the movement). These aspects motivated us to use neuromotor

analysis to find distinctive features in human mouse movements. Neuromotor-fine skills, that

are unique of human beings are difficult to emulate for bots and could provide distinctive features

in order to tell humans and bots apart.

For this, we propose to model the trajectories according to the Sigma-Lognormal model

already introduced in Sec. 2.2.1. The neuromotor feature set proposed for bot detection is

computed from the six lognormal parameters described in Table 2.3. Each mouse trajectory

generates N lognormal signals and each lognormal generates those 6 parameters from Table 2.3.

For each parameter, we calculate 6 features: maximum, minimum, and mean for both halves of

the trajectory. This is done because in natural mouse movements the lognormal parameters are

usually very different between both halves of a given trajectory (e.g., Fig. 7.2.b). As a result,

the neuromotor feature set has size 37.

Fig. 7.2.c shows the decomposition of a synthetic trajectory with linear shape. We can

observe the huge differences between both lognormal decompositions (the human trajectory and
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7.2 BeCAPTCHA-Mouse

Figure 7.2: a) Example of the mouse task determined by 8 key-points: the crosses represent the key-
points where the user must click, red circles are the (x, y) coordinates obtained from the mouse device,
and the black line is the mouse trajectory. b) and c) are examples of the Lognormal decomposition of a
human mouse movement and a synthetic linear trajectory respectively.

the synthetic one) by looking at the shape of the lognormal signals. The synthetic trajectory

has wider lognormals and they are more symmetric than the human ones. Note that the Sigma-

Lognormal algorithm introduces a low-pass filter to the input signal, that is the reason why

the velocity profile of the synthetic trajectory (Fig. 7.2.c) is a bit smoothed, but the difference

between both synthetic and human velocity profiles is still patent.
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7. MODELLING THE HUMAN INTERACTION FOR BOT DETECTION

Figure 7.3: Examples of mouse trajectories and their velocity profiles employed in this work: A is a real
one extracted from a task of the database; B and C are synthetic trajectories generated with the GAN
network; D, E and F are generated with the Function-based approach. Note that for each velocity profile
(D = Gaussian, E = constant, F = logarithmic), we include the three Function-based trajectories (linear,
quadratic, and exponential).

7.2.2. Trajectory Synthesis

We define a mouse movement as the spatial trajectory across time between two consecutive

clicks, i.e., a sequence of points {x, y} and a velocity profile |~v (t)|, where x = [x1, . . . , xM ],

y = [y1, . . . , yM ], and M is the number of time samples. A mouse trajectory is defined by

two main characteristics: the shape (defined by {x, y}) and the velocity profile (defined by

|~v (t)|). In order to generate realistic synthetic samples, both characteristics must be considered

in the generation method. We propose two methods for synthetically generating such mouse

movement.

Function-based trajectories: we generate mouse trajectories according to three different

trajectory shapes (linear, quadratic, and exponential) and three different velocity profiles

(constant, logarithmic, and Gaussian).

We can synthesize many different mouse trajectories that mimic human movements by

varying the parameters of each function. To generate a synthetic trajectory {x̂, ŷ} with

M points, first we define the initial point [x̂1, ŷ1] and ending point [x̂M , ŷM ]. Second, we

select one of three velocity profiles
∣∣∣~̂v (t)

∣∣∣: i) constant velocity, where the distance between

adjacent points is constant; ii) logarithmic velocity, where the distances are gradually

increasing (acceleration); and iii) Gaussian velocity, in which the distances first increase

and then decrease when they get close to the end of the trajectory (acceleration and

deceleration). Third, we generate a sequence x̂ between x̂1 and x̂M spaced according to

the selected velocity profile. The ŷ sequence is then generated according to the shape
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7.2 BeCAPTCHA-Mouse

function. For example, for a shape defined by the quadratic function ŷ = ax̂2 + bx̂ + c,

we fit b and c for a fixed value of a by using the initial and ending points. We repeat the

process fixing either b or c. The range of the parameters {a, b, c} explored is determined

by analyzing real mouse movements fitted to quadratic functions. Linear and exponential

shapes are generated similarly.

Fig. 7.3 (trajectories D, E, and F ) shows some examples of these mouse trajectories

synthesized. That figure also shows the 3 different velocity profiles considered: the 3 tra-

jectories in E have constant velocity, F shows acceleration (the distance between adjacent

samples increases gradually), and D has initial acceleration and final deceleration. We

can generate infinite mouse trajectories with this approach by varying the parameters of

each function.An important factor when synthesizing mouse trajectories is the number of

points (M) of the trajectory. This usually varies depending not only on the length of the

trajectory, but also on the direction, because different muscles are involved when we per-

form mouse trajectories in different directions. To emulate this phenomenon, we calculate

the mean and standard deviation of the number of points for each of the 8 mouse trajecto-

ries from the human data used in the experiments. Then, we synthesize trajectories with

different number of points following a Gaussian distribution with the calculated mean and

standard deviation.

GAN-based trajectories: for this approach we employ a GAN network already introduced

in Sec. 2.3.2, in which two neuronal networks, commonly named Generator (defined by its

parameters wG) and Discriminator (defined by its parameters wD), are trained one against

the other. During the GAN training, the weights of the Discriminator (wD) remain frozen.

The iterative training process will update the weights wG of the Generator in a way that

makes Discriminator more likely to predict ‘Human’ when looking at synthetic mouse

trajectories generated by the Generator. If the Discriminator is not frozen during this

process, it will tend to predict ‘Human’ for all trajectories. The Discriminator is trained

(weights wD updated) after the update of the weights of the Discriminator (wG). This

process is repeated iteratively. Once the Generator is trained this way, then we can use it

to synthesize sequences very similar to the human ones.

The GAN network was trained using 60% of the human mouse trajectories in the mouse

database (see Sec. 2.1.1 for more database details). Training details: learning rate α =

2 × 10−4, Adam optimizer with β1 = 0.5, β2 = 0.999, ε = 10−8, 50 epochs with a batch

size of 128 samples for both Generator and Discriminator.

Fig. 7.3 shows two examples (trajectories B and C) of synthetic mouse trajectories gen-

erated with the GAN network and the comparison with a real one. We can observe high

similarity between the two synthetic examples and the real one. Human mouse patterns

such as the initial acceleration and the final trajectory fine correction that we discussed

before are automatically learned by the GAN network and reproduced in the synthetic

trajectories generated.
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Bot: Function-based
Linear Quadratic LogarithmicTrajectories

VP = 1 VP = 2 VP = 3 VP = 1 VP = 2 VP = 3 VP = 1 VP = 2 VP = 3

Bot:
GAN

8→ 1 98.6 96.3 99.0 91.0 91.0 92.3 89.0 88.6 89.3 96.9
1→ 2 99.7 98.6 97.2 91.6 98.3 92.2 95.8 92.3 92.5 96.7
2→ 3 99.4 99.1 99.7 95.3 96.4 88.0 94.4 98.9 90.5 99.9
3→ 4 99.7 97.5 97.0 94.2 96.6 90.5 94.2 95.1 93.0 99.7
4→ 5 99.9 98.0 99.4 95.5 94.7 92.5 93.9 95.4 93.9 97.0
5→ 6 99.9 98.9 99.1 92.8 97.5 91.4 93.3 95.1 94.4 98.3
6→ 7 99.1 98.3 98.6 90.2 89.7 93.6 88.8 92.3 93.6 98.1

In
d
iv

id
u
a
l

T
ra

je
ct

o
ri

es

7→ 8 97.0 96.6 97.5 92.2 93.3 93.0 88.3 88.6 93.1 98.7

Neuromotor 99.1 98.7 99.3 96.9 96.3 94.7 96.3 95.2 94.7 98.0
Global Features 99.7 99.6 99.7 95.3 96.7 96.8 97.2 96.5 97.3 99.8A

ll

Both 99.9 99.7 99.8 98.0 99.0 98.4 98.2 98.9 98.9 99.7

Table 7.1: Accuracy rates (%) in the binary classification between each of the 8 human trajectories and
the synthetic ones. VP (Velocity Profile): VP = 1 constant velocity, VP = 2 initial acceleration, VP =
3 initial acceleration and final deceleration.

7.2.3. Results and Discussion

The BeCAPTCHA-Mouse Benchmark is composed of 5K human trajectories and 10K syn-

thetic trajectories generated according to the two methods proposed (5K Function-Based and

5K GAN trajectories). Both real and synthesized samples are characterized by a variety of

lengths, directions, and velocities.

7.2.3.1. Role of the Direction and Length of the Trajectory

We have extracted the proposed neuromotor features from human and synthetic mouse

trajectories. For this first experiment, we use a Random Forest (RF) classifier because of its

best performance among all classifiers evaluated (as we will see in the next section). The

experiments are divided according to the 8 real mouse trajectories present in the whole task.

This means that we classify at trajectory level (i.e., the mouse trajectory performed between

two consecutive click buttons) instead of classifying the whole task. This is because the task was

designed to take into account trajectories with different directions and lengths, and therefore,

different muscles configurations are involved in each trajectory. In this way, we can analyze which

mouse trajectories are better to discriminate between humans and bots. We train 10 different

RFs (one for each type of attack, see columns in Table 7.1) using both human and synthetic

trajectories. For each RF, we train the classifier by using 70% of all samples (up to 1,500 samples

available for each type of trajectory between both synthetic and real ones) randomly chosen as

the training set. The other 30% samples are employed for evaluation. The results are obtained

by repeating each experiment 5 times and averaging, with a standard deviation of σ ∼ 0.1%.

Table 7.1 shows the results for all classification schemes. The first 8 rows present the 8

trajectories derived from the movements between the 8 key-points (plotted in Fig. 7.2.a). The

table shows the classification accuracy in % (human vs bot) for the different synthetic trajectories

(in columns) generated in this work.

First, comparing among the different trajectories, we can observe that the shorter ones
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Features
Training

Only Real Real+Fake

Global Features 66.3% (baseline) 96.6% (↓ 90.1%)
Neuromotor 64.4% (↑ 5.6%) 89.8% (↓ 79.7%)
Both 59.9% (↑ 19.0%) 98.2% (↓ 95.4%)

Table 7.2: Accuracy rates (%) in bot detection of the different feature sets for models trained with
and without synthetic samples (fakes) and evaluated using human samples and fake samples. One-Class
SVM (first column) and Multiclass SVM (second column). Relative error reduction with respect to the
baseline [Chu et al., 2018] in brackets.

(8→ 1, 6→ 7, and 7→ 8) show higher classification errors compared to the larger ones. Short

trajectories generate less neuromotor information: initial acceleration, final deceleration, and

trajectory corrections are less pronounced in short trajectories. Second, logarithmic trajectory

shapes achieve the worst classification performance, as we expected, because the shape of loga-

rithmic functions fit better the human trajectories shapes. Third, the most significant parameter

when synthesizing trajectories is the velocity profile. When VP = 3 (i.e., initial acceleration and

final deceleration), the synthetic trajectories are able to fool the classifier up to 17% of the times.

This confirms that the velocity profile of human mouse trajectories plays and important role

when describing human features in mouse dynamics. Four, the GAN Generator (last column in

Table 7.1) results in lower classification errors compared with the Function-based method. This

is surprising after visualizing the high similarity between human and GAN-generated trajecto-

ries (see Fig. 7.3 A vs B and A vs C). We interpret this result with care: on the one hand

it demonstrates that our bot detection approach is powerful against realistic and sophisticate

fakes, but on the other hand the GAN Generator can be improved to better fool our detector.

Although the synthetic samples generated by the GAN Generator seems very realistic to the

human eye, the RF classifiers were capable of detecting synthetic samples with high accuracy.

These high classification rates suggest that GAN generators introduce patterns that allow its

detection [Neves et al., 2020].

The last three rows in Table 7.1 present the results when features from all 8 trajectories are

combined (each RF is trained using features from all 8 trajectories). Additionally, we compare

the performance achieved with existing approaches [Chu et al., 2018]. The feature set proposed

in [Chu et al., 2018] consists of 6 global features: duration, distance, displacement, average

angle, average velocity, and move efficiency (distance over displacement). The results suggest

that the feature set proposed in [Chu et al., 2018] outperforms the neuromotor features proposed

here only for Linear synthetic trajectories. The best performance is obtained overall with an

extended set composed by both sets of features. The extended set has the best results with an

average around 99% of accuracy independently of the type of synthetic trajectory.

7.2.3.2. Role of Synthetic Samples

Table 7.2 shows the accuracy when all types of attacks are used to train and test the system.

In this case, the classifier is trained using trajectories from all 8 directions and synthetic samples
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Bot
Function-based GAN Combination

Classifiers Acc AUC Pre Re F1 Acc AUC Pre Re F1 Acc AUC Pre Re F1

SVM 98.0 99.4 98.6 96.7 97.7 98.5 99.6 99.2 97.9 98.5 98.2 99.4 97.3 99.0 97.4

kNN 93.4 98.1 93.6 93.2 93.5 94.1 99.4 99.8 88.3 93.6 92.0 97.4 90.7 93.2 92.1

RF 98.5 99.8 98.6 98.8 98.7 99.7 99.9 99.5 99.9 99.7 98.7 99.9 98.8 99.0 99.0

MLP 94.6 94.1 95.0 94.2 94.6 93.4 93.5 95.4 92.3 93.9 92.2 91.5 89.8 95.4 92.5

LSTM 98.2 99.8 97.6 98.8 98.2 99.2 98.0 99.7 98.9 99.5 97.3 99.7 96.7 97.9 97.3

GRU 98.4 99.4 98.5 98.6 98.6 99.3 99.2 99.2 90.2 99.0 99.8 99.8 94.4 99.0 96.9

Table 7.3: Bot detection performance metrics in % ( Acc = Accuracy, AUC = Area Under the Curve, Pre
= Precision, Re = Recall, and F1) for the different scenarios: Function-based, GAN, and Combination.

from all 10 types of attacks. The Table shows the impact of introducing the synthetic samples

(i.e., Real+Fake) in the learning process. For this experiment, we decided to use as classifiers

a One-Class SVM (trained using only real trajectories) and a Multiclass SVM (trained using

real and synthetic trajectories). The aim of the experiment is to evaluate to what extent the

inclusion of synthetic samples in the learning framework serves to improve the accuracy of the

model. The results show that the synthetic samples and neuromotor feature set proposed in this

work allows to reduce the error by 95.4% in comparison with the previous existing method [Chu

et al., 2018]. These results demonstrate the potential of synthetically generated trajectories and

mouse dynamics features to boost the performance of new bot detection algorithms.

The results obtained show how training methods based on both real and synthetic trajecto-

ries clearly outperform training methods based exclusively on real samples. As can be seen, the

classifier trained only with real samples was not capable to detect most of the attacks with accu-

racy rates lower than 70% either for global features and neuromotor features. The importance of

synthetic samples is twofold: i) evaluation of bot detection algorithms under challenging attacks

generated according to different methods; and ii) training better detectors to model both human

and synthetic behaviors. The results in Table 7.2 show the potential of the synthetic samples

and its usefulness to train better models capable to deal with all types of attacks.

7.2.3.3. Ablation Study

In this section we perform an ablation study on different classifiers to analyze their per-

formance in bot detection for the 3 multi-class scenarios proposed, according to the synthetic

samples employed to train and test them: Function-Based, GAN, and their Combination. It is

worth noting that all classifiers are trained using trajectories from all 8 directions and synthetic

samples from all 10 types of attacks, as reported in Table 7.2 to allow fair comparisons.

Table 7.3 shows the performance of classification algorithms: Support Vector Machine (SVM)

with a Radial Basis Function (RBF), K-Nearest Neighbors (kNN) with k = 10, Random Forest

(RF), Multi-Layer Perceptron (MLP), and 2 Recurrent Neuronal Networks (RNN), (one com-

posed by Long Short-Term Memory (LSTM) units and the other with Gated Recurrent Units

(GRU). The RNNs (i.e., LSTM and GRU) were trained directly with the raw data (i.e., the

sequence of points {x, y} of the mouse trajectories) instead of extracting the global features
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7.2 BeCAPTCHA-Mouse

Figure 7.4: Accuracy curves (%) against the number of train samples (100 ≤ L ≤ 7,000) to train the
different classifiers in Function-based (a), GAN (b), and Combination (c) classification scenarios.

(i.e., Neuromotor + Baseline [Chu et al., 2018]) as done with the statistical classifiers. The

RNNs have the same architecture as the Discriminator of the GAN: two recurrent layers of 128

and 64 units respectively, followed by a dense layer to classify between fake and real mouse

trajectories. All classifiers were trained and tested following the same experimental protocol as

in Sec. 7.2.3.1, using 70% of all samples (up to 10K samples between both real and synthetic

samples when combining all types of trajectories) randomly chosen as the training set (named

L in this section, with L = 7,000). The results are reported in terms of Accuracy, AUC (Area

Under the Curve), Precision, Recall, and F1.

First, we can observe that the best results among the statistical classifiers are achieved by

the RF classifier followed by the SVM. kNN and MLP perform worst, although all classifiers

have accuracy rates over 90%. Secondly, among the different RNNs, the configuration with

LSTM units performs sightly better than the one with GRU units, even though both recurrent

network setups are outperformed by the RF classifier. These results suggest that the feature set

chosen to train and test the statistical classifiers is suitable for the mouse bot detection task,

outperforming other approaches based on deep neuronal networks architectures. Nonetheless,

the RNNs demonstrate its capacity to extract useful features from the raw data.

In the next experiment we explore whether the number of training samples (L) plays and

important role in the classification performance. We want to highlight that the training and

the evaluation sets have the same number of human (Lh) and synthetic (Ls) samples, i.e.:

Lh = Ls = L/2.

For this, in Fig. 7.4 we plot the accuracy curves of the previous classifiers according to the

number of samples employed in their training set. As expected, the accuracy improves in all

scenarios when we enlarge the number of train samples. However, there are important differences

between the statistical and the RNNs approaches. Meanwhile all statistical classifiers achieve

their maximum performance with L = 500, both LSTM and GRU are not able to reach the same

performance with only 500 train samples. In fact, they need at least L = 2,000 to perform as

well as the statistical classifiers. This shows the superior performance of the statistical classifiers

in those scenarios where the number of samples to train the classifiers are scarce.

Finally, in the last experiment we replaced the previously introduced RNNs classifiers by
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Bot
Function-based GAN Combination

Discriminators Acc AUC Pre Re F1 Acc AUC Pre Re F1 Acc AUC Pre Re F1

LSTM (128/64) 89.9 93.2 88.5 90.0 89.3 96.8 99.6 95.0 98.7 96.8 89.6 93.9 89.2 90.0 89.6

LSTM (64/32) 74.0 72.1 67.0 95.6 78.7 99.9 99.9 99.9 99.9 99.9 73.0 76.1 65.9 96.0 78.1

LSTM (32/16) 81.4 80.2 77.9 88.0 82.6 99.7 98.9 99.6 99.9 99.8 78.8 76.0 74.4 88.0 80.6

LSTM (16/8) 56.8 58.6 54.2 86.8 66.7 56.2 91.3 53.3 99.9 69.5 64.0 67.0 59.5 87.2 70.7

Table 7.4: Performance metrics in % (AUC = Area Under the Curve, Acc, Pre, Re, and F1) for
the different setups of GAN Discriminator in bot detection. In brackets the number of neurons for the
first/second LSTM layer respectively used in the Discriminator.

the Discriminator model of the GAN architecture. The idea is to analyze in what extent the

Discriminator of the GAN Network trained only with the synthetic samples generated by the

Generator (and the real ones) during the GAN training could perform better in classification

than the previous RNNs trained from scratch. For this, we tuned the number of neurons of the

two LSTM layers of the Discriminator and trained a new GAN network for each Discriminator

setup proposed.

Table 7.4 shows the performance of 4 GAN Discriminator setups for the 3 classification

scenarios proposed: the Function-based, GAN, and their Combination. As we expected, the

performance using GAN classification is much better than the performance achieved by the

LSTM and GRU networks of the previous experiment, due to the Discriminators were trained

specifically to discriminate between the synthetic mouse trajectories generated by the GAN

Generator and the human ones. However, the Discriminators also classify quite well in the

Function-based scenario, even though no Function-based sample was employed to train them

(Ls = 0). In fact, as we increase the complexity of the Discriminator with more neurons in both

layers, the performance improves up to 90% of accuracy, close to the results achieved by the

LSTM and GRU networks trained with Ls = 7,000 samples. These results show the potential of

the GAN architecture, not only to generate synthetic mouse trajectories with similar shape to

the human ones with the Generator, but also for classification purposes, as the Discriminator is

able to classify between human and bot trajectories even against synthetic trajectories not seen

during the training phase.

7.3. BeCAPTCHA-Mobile

We focus here on building a CAPTCHA system based on swipe gestures (i.e., drag and

drop tasks). We model this gesture according to features obtained from the touchscreen and

accelerometer sensors in order to extract cognitive and neuromotor human features that help

us to discriminate between bots and human users just with simple drag and drop gestures. To

evaluate BeCAPTCHA-Mobile, we will employ human samples from HuMIdb database (already

presented in Sec. 2.1.7) and synthetic ones (bot like samples) generated using two different

approaches: a handcrafted synthesis and using GANs (see Fig. 7.5 for details) . The goal is to

determine whether a simple swipe gesture has been performed by a human or generated by a

bot.
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Figure 7.5: Block diagram of our proposed BeCAPTCHA-Mobile approach. The response of the bot
detector is a combination of responses from two different modalities: touch and accelerometer. τ is a
decision threshold.

Parameter Description

Duration (D) tN − t0
Distance (L) ‖(xN−1, yN−1)− (x0, y0)‖
Displacement (P )

∑N−1
i=0 ‖(xi+1, yi+1)− (xi, yi)‖

Angle (α) tan−1(‖(yN−1 − y0)‖ / ‖(xN−1 − x0)‖)
Mean velocity (V ) (1/N)

∑N−1
i=0 ‖(xi+1, yi+1)− (xi, yi)‖ /(ti+1 − ti)

Move efficiency (E) P/L

Table 7.5: Touch features extracted for the characterization of the gestures.

7.3.1. Feature Extraction: Characterizing Swipe Gestures

To characterize swipe gestures from the touchscreen and accelerometer signals, we have

adapted two feature sets previously employed in [Chu et al., 2018; Li and Bours, 2018a] for bot

detection and user authentication respectively.

The interaction of the user with the Touchscreen is defined by a time sequence sT ={x, y, p,

t} with length N , composed by the coordinates {x, y} the pressures p (when available), and the

timestamps t. First, the coordinates {x, y} normalized by the size of the screen. Second, the

pressure is discarded as it is not available in most of the devices. Third, six global features are

generated according to Table 7.5. The Accelerometer signal is defined by a sequence sA ={x,

y, z, t}. The feature set chosen for the accelerometer signal was adapted from [Li and Bours,

2018c], in which they calculate the mean, median, rootmean-square, and standard deviation of

the three accelerometer axes {x, y, z} user authentication.
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7.3.2. Generating Human-like Gestures: Bot Samples

A swipe gesture can be defined by a spatial trajectory (sequence of points {x, y} and a ve-

locity profile determined by the timestamp sequence t. To generate synthetic swipe patterns, we

will follow two approaches: handcrafted synthesis and Generative Adversarial Network (GAN)

synthesis.

Handcrafted synthesis: we observed that most of the human swipe trajectories obtained

from our drag and drop task are linear. The handcrafted approach generates swipe tra-

jectories according to a straight-line shape and a realistic velocity profile. For this, we

first estimate the probability distribution of length and angle of human swipe gestures in

HuMIdb. Note that the size and coordinates of each human swipe varies depending on

the device features so we have normalized each one by the total size of the screen. The

synthetic trajectories are defined by the initial point (x0, y0), duration (tN − t0), angle

(α), and the velocity profile {v, t}. We have synthesized the fake trajectories according to

distributions of these parameters fitted from human data (except for the velocity profile).

With the aim to emulate human behaviors, we spaced the points of the linear trajectory

on a log scale (emulating a velocity profile with the initial acceleration observed in human

samples). The accelerometer signals are synthesized as random sequences generated from a

Gaussian distribution with mean and standard deviation estimated from real accelerometer

signals from HuMIdb.

GAN synthesis: For this approach, we employ a GAN (Generative Adversarial Network)

architecture firstly proposed in [Goodfellow et al., 2014], in which two neuronal networks,

commonly named Generator and Discriminator, are trained in adversarial mode. The

Generator tries to fool the Discriminator by generating fake samples (touch trajectories and

accelerometer signals in this work) very similar to the real ones, while the Discriminator has

to discriminate between the real samples and the fake ones created. Once the Generator

is trained, then we can use it to synthesize swipe trajectories very similar to the real ones.

The topology employed in both Generator and Discriminator had already presented in

Sec. 2.3.2 and consist of two LSTM (Long Short-Term Memory) layers followed by a

dense layer, very similar to a recurrent auto-encoder. The LSTM layers learn the time

relationships of human swipe sequences, while the dense layer is used as a classification

layer to distinguish between fake and real swipe trajectories in the Discriminator or to

build synthetic swipe trajectories in the Generator. To synthesize accelerometer signals,

we follow the same GAN architecture described before, but extending the input of the

generator from {x, y} swipe coordinates to {x, y, z} accelerometer axes.

7.3.3. Experimental Protocol

Both GAN networks were trained using more than 10K human samples extracted from the

HuMIdb. Training details: learning rate of 10−4, Adam optimizer with β1 = 0.5, β2 = 0.999,

108



7.3 BeCAPTCHA-Mobile

and ε = 10−8 . The system was trained for 50 epochs with a batch size of 128 samples for both

Generator and Discriminator. The loss function was ‘binary crossentropy ’ for the Discriminator.

The model was trained and tested in Keras-Tensorflow.

We generated 12K synthetic samples according to the two methods proposed (up to 18K

samples between all groups: 6K human samples, 6K GAN synthetic samples, and 6K handcrafted

synthetic samples). Once we have extracted the global features from human and synthetic swipe

trajectories and accelerometer data we classify them employing three classification algorithms:

an SVM (Support Vector Machine) with an RBF (Radial Basis Function), k-NN with k = 10,

and RF (Random Forest). The experiments are divided into two different scenarios depending

on the synthetic data (i.e., handcrafted or GAN) employed in training: multiclass or agnostic. In

multiclass classification, we train and test the classifiers with the same kind of synthetic samples

in order to analyze whether the classifier can find discriminative features between both human

and bots samples. In the agnostic classification, we train the classifiers using samples of one

bot generation method and test with the other one, in order to study whether the classifiers are

able to detect bot samples from unknown bot generation methods not seen during the training

phase.

In both classification setups, there is no overlap between the data used for training and

evaluation. We use 70% of all samples (randomly chosen) as the training set, which is further

divided into development (90%) and validation set (10%) in order to choose the best hyperpa-

rameters of the classifiers. The remaining 30% of the samples is used for the evaluation of the

system. Both development and evaluation sets are balanced with same number of human and

bot samples in each set. All experiments were repeated 5 times (with random selection of the

data sets) and the results were computed as the average of the 5 iterations with a standard

deviation of σ ∼ 0.1%.

7.3.4. Results and Discussion

7.3.4.1. Performance of bot detection: Multiclass vs agnostic training

Table 7.6 shows the bot detection performance metrics (%) for different synthetic trajectories

(columns) generated when comparing with the human ones. For this experiment the number of

training samples (for both human and synthetic samples) is set to M = 1000. The results are

presented in terms of AUC (Area Under the Curve), Accuracy, Precision, Recall, and F1.

First, we observe that the results achieved for the agnostic classification are always signif-

icantly worse (lower performance) than those achieved in multiclass classification as expected.

The synthetic samples generated by the two methods present their own specific features and the

inclusion of both types of samples in training clearly improves the detection accuracy. Secondly,

when comparing among classifiers we can observe that the RF classifier performs better in mul-

ticlass classification meanwhile in agnostic classification, RF is outperformed by k-NN. Finally,

we can observe that classifiers trained with both accelerometer and touch samples perform bet-

ter than those systems trained only with the touch data, especially in agnostic classification,
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Bot Detection

Handcrafted GAN HandCrafted + GAN

Classifiers AUC Acc Re Pre F1 AUC Acc Re Pre F1 AUC Acc Re Pre F1

T
o
u

ch

SVM (M) 99.2 94.2 89.4 98.8 93.9 98.6 95.5 95.0 95.6 95.5 93.6 85.8 82.9 88.1 85.4

k-NN (M) 88.3 80.6 74.7 84.8 79.4 98.6 94.6 92.0 97.0 94.5 90.0 80.1 78.0 82.3 80.0

RF (M) 100 99.9 99.9 100 99.9 99.3 97.3 94.7 98.2 96.4 99.7 96.5 96.8 97.7 97.3

SVM (A) 61.3 51.7 96.6 49.1 65.2 70.4 56.6 88.5 43.0 61.4 - - - - -

k-NN (A) 57.5 53.8 91.9 48.3 63.3 76.7 63.6 74.5 57.0 54.6 - - - - -

RF (A) 56.6 52.2 93.9 48.8 64.3 50.8 50.1 99.9 50.1 66.6 - - - - -

T
o
u

ch
+

A
c
c
e SVM (M) 99.9 99.2 99.2 99.3 99.2 99.1 99.8 99.4 99.2 99.5 99.2 99.2 99.6 98.8 99.2

k-NN (M) 99.8 99.0 8.9 99.2 99.0 98.7 99.7 99.1 99.3 99.4 99.1 98.9 99.2 98.5 98.9

RF (M) 100 99.9 99.8 99.9 99.9 99.7 99.6 99.9 99.8 99.8 99.9 99.8 99.7 100 99.8

SVM (A) 93.6 82.4 99.9 74.0 85.0 88.6 68.8 98.8 62.0 76.2 - - - - -

k-NN (A) 87.7 86.0 99.9 78.2 87.7 81.2 60.1 98.6 60.0 64.7 - - - - -

RF (A) 92.4 85.8 99.9 78.0 87.6 99.2 54.4 99.8 53.2 66.9 - - - - -

Table 7.6: Bot detection performance metrics in % (AUC = Area Under the Curve, Acc = Accuracy,
Re = Recall, Pre = Precision, and F1) for the different scenarios: Multiclass (M), Agnostic (A). Touch
= Touchscreen, Acce = Accelerometer

where the multimodal systems doubled their performance. These results suggest the potential of

multimodal approaches, even in this challenging scenario where the synthetic training samples

are not generated with the same method employed for the evaluation, in which the systems can

maintain bot detection rates over 90%.

To better understand the results, Fig. 7.6 shows the probability functions of the six features

proposed for the three types of touch signals (i.e., humans and both synthetic generation meth-

ods). Synthetic distributions do not completely fit the human distributions, but they present a

behavior like the human samples. First, we can observe that the Move Efficiency of the hand-

crafted trajectories is equal to 1, this happens because in swipe trajectories with straight line

shape the distance and displacement are equal. This is the reason why the multiclass classifiers

detect these synthetic trajectories so easily. Note that the Duration (length) of both handcrafted

and GAN synthetic swipes were computed as a Gaussian distribution with the same mean and

standard deviation as the human ones so both probability distributions are equal. Regarding

Distance and Displacement, the GAN trajectories fit worse than the handcrafted ones. We

suggest that the main reason for this is that the GAN network generates smoother swipe tra-

jectories than the human ones without abrupt direction changes, causing longer displacements

in less distance (like a parabolic function). Finally, the Velocity Profile of both synthetic swipe

trajectories are very similar to the human ones, the initial acceleration applied to the Function-

based trajectories reproduces human behaviors with great similarity while the GAN network

learns very realistic Velocity Profiles of human swipe trajectories as well.

7.3.4.2. Ablation study: Number of training samples

In Fig. 7.7 we first explore to what extent the number of training samples affects the clas-

sification performance. For this, we plot accuracy curves for the best classifier (i.e., RF for
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Figure 7.6: Probability functions of the six global features for Human, Handcrafted, and GAN touch
trajectories.

multiclass and k-NN for agnostic classification) against the number of samples employed to

train them (M). Remember that both training and evaluation sets are balanced so the number

of human (Mh) and synthetic (Ms) train samples are equal, i.e.: Mh = Ms = M/2.

We can observe in Fig. 7.7 (left) that the accuracy improves when scaling up the number

of train samples as we expected. The accuracy improves significantly up to M = 1000. On

the other hand, it is surprising that the opposite tendency is observed in agnostic classification

(Fig. 7.7 right), where the accuracy rates decay when scaling up the number of train samples.

We suggest that the problem in agnostic classification is that classifiers are better trained to

detect a specific synthetic generation method, making more difficult for them to detect synthetic

samples generated with other methods as we increase the number of training samples with a

specific method (i.e., some kind of overfitting to the specific bot generation method used for

training).
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Figure 7.7: Accuracy curves (%) against the number of train samples (70 ≤ M ≤ 1400) to train the
different classifiers in multiclass (left) and agnostic (right) classification scenarios.

Bot Detection

SVM Classifiers HandCrafted GAN HandCrafted + GAN

One-class (Touch) 62.3 54.6 57.1

One-class (Touch + Acce) 89.2 79.4 80.5

Table 7.7: Accuracy rates (%) in bot detection for the one-class SVM classifiers, where the SVM is
trained with only human samples and tested with both synthetic generation methods.

7.3.4.3. Performance of bot detection: One-class classification

The previous results encourage us to explore one-class classification scenario, where we train

the classifier using only the human samples and test with both human and synthetic samples,

in order to study whether the classifier is able to detect bots as abnormal human behavior.

For this, we employ a SVM classifier that usually works well in one-class classification and set

M = 1000. Table 7.7 shows the accuracy rates (%) for one-class SVM bot detection where rows

represent the modality of the human samples (i.e., touch or touch plus accelerometer) employed

to train the classifiers and in columns the bot generation method employed in the test. We can

observe that synthetic samples generated with GAN can fool the classifier more times than the

handcrafted samples as we expected, showing the potential of GAN networks to reproduce human

trajectories with a great similarity, making almost impossible for the classifier to discriminate

between synthetic GAN trajectories and human ones. The fusion of touch trajectories with

accelerometer data improves the accuracy rates by more than 30%. GAN networks are not able

to reproduce human accelerometer signals as well as touch trajectories, due to the complexity of

the accelerometer signals, suggesting again the potential of multimodal approaches to deal with

bot attacks.

7.3.4.4. Performance of bot detection: GAN discriminator

Besides the comparison among different classifier algorithms, we conduct another experiment

in which we employ the GAN Discriminator as the classifier. In this experiment the previous
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Bot Detection

Handcrafted GAN

GAN Discriminator AUC Acc Re Pre F1 AUC Acc Re Pre F1

T
o
u

LSTM (32/16) 92.2 86.8 85.7 89.2 87.4 78.3 77.8 79.2 76.7 78.3

LSTM (16/8) 70.0 65.2 64.3 67.3 66.3 54.4 52.2 54.3 55.1 54.7

LSTM (32) 89.1 86.7 87.7 84.7 86.1 66.2 64.3 64.1 64.5 64.4

LSTM (16) 89.9 87.4 89.9 86.6 87.2 52.5 52.2 53.3 51.9 52.6

T
o
u

+
A

c
c
e LSTM (32/16) 85.8 77.7 74.2 80.5 77.3 63.8 59.2 60.0 62.1 61.1

LSTM (16/8) 85.5 84.4 82.1 85.7 84.1 76.2 70.4 71.3 73.4 72.2

LSTM (32) 61.1 65.3 68.4 64.4 66.3 61.7 57.7 58.8 55.6 56.7

LSTM (16) 93.4 88.8 89.9 91.2 90.8 81.1 74.4 77.3 75.5 76.4

Table 7.8: Performance metrics in % (AUC = Area Under the Curve, Acc, Pre, Re, and F1) for
the different setups of GAN Discriminator in bot detection. In brackets the number of neurons for the
first/second LSTM layer respectively used in the Discriminator. Tou = Touchscreen, Acce = Accelerom-
eter

feature extraction plus statistical classifier is replaced by a LSTM network (the Discriminator

of the GAN). The fact that the Discriminator was trained with synthetic samples generated by

the Generator during GAN training could perform better in the classification task than a neural

network trained from scratch. Remember that the GAN Discriminator consists of two LSTM

(Long Short-Term Memory) layers followed by a dense layer with a ‘sigmoid ’ activation function

to discriminate between bots and humans, so in this experiment we tune the number of neurons

of these two layers and train a new GAN network for each Discriminator setup.

Table 7.8 shows the bot detection performance metrics (%) for the different synthetic trajec-

tories (columns) generated when comparing with the human ones. In rows, the different GAN

Discriminator setups chosen for this experiment: two LSTM layers with 32 and 16 neurons re-

spectively, two layers with 16 and 8 neurons respectively, one layer with 32 neurons, and one

layer with 16 neurons.

First, it is surprising to observe that the GAN Discriminator performs better detecting syn-

thetic handcrafted samples, even when the GAN Discriminator was trained only to discriminate

between GAN synthetic and human samples. According to these results the GAN Discriminator

can perform better than statistical classification algorithms as abnormal human behavior detec-

tor (e.g., agnostic and one-class classification scenarios). Regarding GAN Discriminator setups,

configurations with larger number of neurons (i.e., 32 neurons in the first layer and 16 in the

second one) seem to perform better for touch trajectories, and the opposite for the fusion with

the accelerometer signals. We suggest that smooth and complex signals such as touch gestures

need larger GAN Discriminator setups to be detected meanwhile more simple and noisy signals

such as the accelerometer ones can be detected with smaller GAN Discriminator setups.
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7.4. Chapter Summary and Conclusions

We have proposed BeCAPTCHA-Mouse, a bot detection algorithm based on mouse dynam-

ics and the first one public for research in bot detection. Our method is based on neuromotor

features extracted from each mouse trajectory and a learning framework including both real and

synthetic samples. We have proposed and studied two new methods for generating synthetic

mouse trajectories of varying level of realism. These generators are very useful both training

stronger bot detectors and evaluating them in comprehensive and worst case scenarios. These

generators are also valuable for related research problems beyond bot detection involving mouse

dynamics. In our experiments we have observed the main features of human mouse trajectories

(e.g., initial acceleration, final deceleration, and fine trajectory correction). Based on that we

have developed a neuromotor feature representation using the Sigma-Lognormal model. Using

the proposed neuromotor feature representation and training standard classifiers making use of

the proposed synthetic mouse trajectories, we have been able to discriminate between humans

and bots with up to 98.7% of accuracy, even with bots of high realism, and only one mouse

trajectory as input (between two consecutive clicks). This proves the potential of mouse dy-

namics for Turing tests. Additionally, we also provided an exhaustive ablation study on different

classifiers to explore the capacity of these algorithms for the bot detection task. Random Forests

(RF) have demonstrated to perform the best in all scenarios evaluated followed by an LSTM

network. However, when the number of train samples is reduced (L ≤ 1,000), the LSTM is not

able to classify as well as the RF classifier. In fact, the LSTM can be replaced by the Discrim-

inator of the GAN network when the lack of bot samples to train the system makes the deep

learning approaches unavailable, showing a superior performance even against bot samples not

seen during the training phase. This results suggest that the GAN architecture is a powerful

tool not only to generate human-like mouse trajectories, but also to detect bot samples from

other synthetic generation methods.

We also proposed BeCAPTCHA-Mobile, a new BeCAPTCHA version that combines swipe

touchscreen trajectories and accelerometer signals. We provide results in various experimental

configurations and classifiers, considering or not synthetic bot data for training BeCAPTCHA-

Mobile (multi-class, agnostic, and one-class). Bot detection results for agnostic classification

(i.e., training with one synthetic bot method and testing with the other method) and one-class

classification (i.e., training only with the human samples) just using touch gestures are poor with

accuracies of around 60%, but the combination with accelerometer data improves the results

to the range 80%-90% of accuracy. In addition, the case of multi-class training (i.e., training

with both bot data generation methods) achieves very good performance, with results against

very realistic synthetic attacks of over 90% of accuracy for bot detection. Regarding classifiers,

Random Forest (RF) seems to perform the best in multi-class scenario while K-Nearest Neighbors

(kNN) performs better in the agnostic scenario. In addition, the number of samples (human

and bot) employed to train the classifiers affect considerably the performance, meanwhile in

multiclass scenario, classifiers perform better as we increase the amount of samples to train
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them. The opposite tendency is observed in agnostic scenario, where the classifiers reduce their

capacity to detect bot samples from other methods as we increase the amount of training data

to detect a specific kind of synthetic bot samples. Finally, employing the GAN Discriminator as

a classifier reveals the potential of this LSTM network to detect bot samples generated using the

handcrafted method, with a performance like using RF in multi-class scenario. Considering that

the GAN Discriminator is only trained with human and GAN Generator samples, the potential

of the GAN Discriminator for agnostic and one-class classification scenario is patent.
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Chapter 8

Conclusions and Future Work

This final chapter summarizes the most important results and goals achieved in this Dis-

sertation with reference to the research objectives of Chapter 1. The major contributions

made in this Thesis are:

Overview of signals and sensors employed in the literature to model human-machine in-

teraction based on mobile devices.

Performance analysis of user authentication based on 4 biometric data channels (touch

gestures, keystroke, accelerometer, and gyroscope) and 3 behavior profiling data sources

(WiFi, GPS, and App usage), obtained during natural human-smartphone interaction.

Study of multimodal approaches for smartphone user authentication based on various

combinations of the previous 7 data channels, both for One-Time Authentication and

for Active Authentication schemes (i.e., continuously over multiple sessions). Our results

demonstrate that signals from the smartphone can be used to improve user authentication

under realistic usage conditions.

Exploring a novel free-text keystroke biometrics approaches based on Deep Recurrent

Neural Networks, suitable for authentication and identification at large scale. We have

conducted an exhaustive experimentation and evaluated how performance is affected by

the following factors: the length of the keystroke sequences, the number of gallery samples,

and the device (touchscreen vs physical keyboard). We have presented TypeNet, a Recur-

rent Neural Network trained with keystroke sequences from more than 100,000 subjects.

We have analyzed the performance of three different loss functions (softmax, contrastive,

triplet) used to train TypeNet.

Analyzing different factors that affect fixed-text the keystroke recognition performance

for scenario in which each user type a proprietary password (300 passwords). We have

provided new insights on fixed-text keystroke recognition performances including results
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that contradict what has been known to date about the length of the passwords and its

performances.

Studying user age group classification based on the combination (at the feature level and

score level) of neuromotor characteristics with global features obtained from touch inter-

action (i.e., swipe and tap gestures), following an active detection framework for different

use cases.

Evaluation of the suitability of handwriting patterns as potential biomarkers to model

Parkinson’s disease (PD). We have computed three feature sets extracted from the hand-

writing signals (i.e., neuromotor, kinematic, and nonlinear dynamic) and evaluate their

performance with three different classifiers (i.e., SVM, k-NN, and MLP) for healthy con-

trol and Parkinson subjects classification.

Proposing two new methods for generating realistic synthetic data: i) a Function-based

method based on heuristic functions, and ii) a data-driven method based on GANs in

which a Generator synthesizes data from a Gaussian noise input. We demonstrate the

usefulness of these synthetic data to train more accurate bot detectors. These Generators

can be helpful in many HCI research areas and applications.

Development of BeCAPTCHA-Mouse, a new bot detector based on neuromotor modeling

of mouse trajectories and supervised classification trained with human and synthetic data.

Our proposed mouse detection algorithm can be added in a transparent setup and enhance

traditional CAPTCHAs based on cognitive challenges, for example when you select the

images in a visual CAPTCHA, or when you navigate through a website.

Development of BeCAPTCHA-Mobile, a new bot detection approach based on modeling

the user behavior in smartphone interaction using multiple inbuilt sensors. We also ex-

periment with a particular implementation of the proposed approach by combining touch

dynamics and accelerometer data from HuMIdb, acquired when the users perform swipe

gestures. This is a very common gesture used in many touch interfaces (e.g., unlock

devices, confirm will to advance to other step).

Collection of the new public HuMIdb dataset (Human Mobile Interaction database) that

characterizes the interaction of 600 users according to 14 sensors during normal human-

mobile interactions in an unsupervised scenario with more than 200 different smartphone

models.

8.1. Conclusions

Then, we describe the main conclusions drawn from the major contributions:

In Chapter 3 we have presented new free-text keystroke biometrics systems based on an

RNN architecture, trained with different learning strategies and evaluated over 4 public
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databases. We present a comprehensive performance analysis including authentication and

identification results obtained at very large scale. These experiments comprise more than

136 million keystrokes from 168,000 subjects captured on desktop keyboards and 60,000

subjects captured on mobile devices with more than 63 million keystrokes. Deep neural

networks have shown to be effective in face recognition tasks when scaling up to hundreds

of thousands of identities [Kemelmacher-Shlizerman et al., 2016]. The same capacity has

been shown by TypeNet models in free-text keystroke biometrics, with accuracies over

97% when testing with 100,000 users, showing the potential of our proposed method to

operate at Internet scale.

In Chapter 4 we have studied new algorithms for user mobile authentication based on

multiple biometric and behavior-based profiling systems. For this, we studied two scenarios

according to the number of mobile sessions used: one session (One-Time Authentication)

and multiple sessions (Active Authentication). The results suggest that some biometric

systems work better than others, and that the fusion with behavior-based profiling systems

always improves the results, achieving accuracies up to 83.1% in the best case for an OTA

scenario. Our experiments also suggest that Active Authentication always improve the

accuracies with up to 14% of enhancement with respect to One-Time Authentication using

between 5 and 7 mobile sessions.

In Chapter 5 we have studied a new algorithm for age detection between children and

adults according to their interaction with touchscreen devices like smartphones and tablets.

Furthermore, we present an Active Authentication (AA) algorithm that takes advantage

from the previous classifier results to identify children during a continuous interactions with

the device. The correct classification rates are over 96% in the best scenario by combining

both sigma-lognormal and global features, showing the potential of the proposed method

to discriminate between children and young adults.

In Chapter 6 we have employed one of the largest online handwriting database for Parkin-

son Disease (PD) research. Our experiments testbed with this database shows results of

96.9% accuracy in the classification of PD patients vs YHC (Young Healthy Controls),

81.7% in the classification of PD patients vs EHC (Elderly Healthy Controls), and 97.2%

in the classification of EHC vs YHC when combining the three set of features proposed,

showing the potential of online handwriting biometrics to identify specific characteristics

of the disease in early stages for the opportune diagnosis and monitoring of PD.

In Chapter 7 we have explored behavioral biometrics for bot detection during human-

computer interaction. Our conclusions in comparison to state-of-the-art works suggest that

there is unexploited potential of behavioral biometrics for bot detection tasks. We strongly

believe that the combination of these behavioral signals with traditional CAPTCHA meth-

ods can harden significantly existing algorithms for bot detection, as we have demonstrated

with our patented BeCAPTCHA application (es, P202030066). When combining both hu-
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man and synthetic data to train our approach BeCAPTCHA has up to 95% of relative

error reduction to discriminate between human and synthetic samples. The expected im-

provements will be even larger when considering additional biometric traits in extended

BeCAPTCHA implementations beyond mouse, touchscreen and accelerometer data.

8.2. Future Work

Finally, a number of research lines arise from the work carried out in this Thesis. We consider

of special interest the following ones:

We will improve the way training pairs/triplets are chosen in Siamese/Triplet training for

TypeNet models. Currently, the pairs are chosen randomly; however, recent work has

shown that choosing hard pairs during the training phase can improve the quality of the

embedding feature vectors [Wu et al., 2017]. We will also explore improved learning archi-

tectures based on a combination of short- and long-term modeling, which has demonstrated

to be very useful for modeling behavioral biometrics [Tolosana et al., 2021a].

In addition, we plan to test our model with other free-text keystroke databases to analyze

the performance in other scenarios [Acien et al., 2020b], and investigate alternate ways

to combine the multiple sources of information [Fierrez et al., 2018b] originated in the

proposed framework, e.g., the multiple distances. Integration of keystroke data with other

information captured at the same time in desktop [Hernandez-Ortega et al., 2020a] and

mobile acquisition [Acien et al., 2019b] will be also explored.

Finally, the proposed TypeNet models will be valuable beyond user authentication and

identification, for applications related to human behavior analysis like profiling [Acien

et al., 2018], bot detection [Acien et al., 2021a], and e-health [Giancardo et al., 2018].

We aim at building a reliable and fast classifier of users from all ages based on their touch-

screen interaction [Fierrez et al., 2018] by employing a combination of different expert

systems [Fierrez et al., 2018a]. The main drawback of other methods like using the brows-

ing history or social network profiles is that they need a high amount of data. Our system

allows us to classify users using data from simple and short tasks. This makes our solution

suitable for applications that require classification on the fly. As further improvements of

our developments, two aspects can be taken into account. First, the patterns used in this

work are very simple: swipe and tap gestures. Better classification rates may be achieved

if the information comes from more complex tasks or from continuous monitoring. Second,

this study includes the analysis of touch patterns from children under 6 years. However,

how to recognise users with mature neuromotor skills (from 10 years old onwards) is a

challenging task and new models and methodologies should be proposed for that purpose

in the future. The classification of older users using the sigma-lognormal model is a possi-

bility since it is demonstrated that the neuromotor abilities decay with the age [Plamondon

et al., 2013].
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In bot detection, we aim at improving the neuromotor feature set by calculating secondary

features inferred from the main ones. Also, we propose to improve the GAN model in two

ways: i) combine both synthesis methods by using the function-based trajectories as the

input of the GAN model instead of Gaussian noise, and ii) experimenting with different

amount of layers/units in the GAN Generator to increase the variety of the synthetic mouse

trajectories generated. Both techniques could generate more sophisticate and human-like

trajectories. Finally, in this paper we only considered mouse trajectories acquired from

mouse devices. We also propose to analyze mouse-pad trajectories normally performed

when using laptops as another line of research.

The exploitation of behavioral biometrics for bot detection is an open research line with

large opportunities and challenges. We want to highlight that behavioral CAPTCHAs are

compatible with previous CAPTCHA technologies and it could be added as a new cue to

improve existing bot detection schemes in a multiple classifier combination [Fierrez et al.,

2018a].

8.3. Conclusions (Spanish)

A continuación, describimos las principales conclusiones extráıdas de las contribuciones de

esta Tesis:

En el Caṕıtulo 3 hemos presentado nuevos sistemas de reconocimiento biométrico basados

en la dinámica de tecleo para texto libre, usando en una arquitectura RNN entrenada con

diferentes estrategias de aprendizaje y evaluada sobre 4 bases de datos públicas. Presenta-

mos un análisis de rendimiento exhaustivo que incluye resultados de autenticación e iden-

tificación obtenidos a gran escala. Dichos experimentos comprenden más de 136 millones

de teclas pulsadas provenientes de 168.000 sujetos capturados en teclados f́ısicos y 60.000

sujetos capturados en dispositivos móviles con más de 63 millones de teclas pulsadas. Las

redes neuronales profundas han demostrado ser eficaces en tareas de reconocimiento facial a

medida que se escalaban a cientos de miles de identidades [Kemelmacher-Shlizerman et al.,

2016]. La misma capacidad han mostrado los modelos TypeNet basados en la dinámica de

tecleo para texto libre, con precisiones superiores al 97% al realizar pruebas con 100.000

usuarios, lo que demuestra el potencial de nuestro método propuesto para operar a gran

escala.

En el Caṕıtulo 4 hemos estudiado nuevos algoritmos para la autenticación del usuario du-

rante la interacción con el móvil, mediante la combinación de múltiples rasgos biométricos

y rasgos basados en el perfil de conducta. Para ello, hemos estudiado dos escenarios según

el número de sesiones móviles utilizadas: una sesión (Autenticación Única) y múltiples

sesiones (Autenticación Activa). Los resultados sugieren que algunos sistemas biométricos

funcionan mejor que otros, y que la fusión con sistemas basados en perfiles de compor-

tamiento siempre mejora los resultados, logrando precisiones de hasta 83.1% en el mejor

123



8. CONCLUSIONS AND FUTURE WORK

caso para el escenario de Autenticación Única. Nuestros experimentos también sugieren

que la Autenticación Activa siempre mejoran las precisiones con hasta un 14% con respecto

a la Autenticación Única, utilizando entre 5 y 7 sesiones móviles.

En el Caṕıtulo 5 hemos desarrollado un algoritmo de detección de edad entre niños

y adultos jóvenes según su interacción con dispositivos de pantalla táctil como smart-

phones y tabletas. Además, presentamos un algoritmo de Autentificación Activa (AA)

que aprovecha los resultados del algortimo anterior y aśı poder identificar niños de forma

activa durante múltiples interacciones consecutivas con el dispositivo. Los precisiones con-

seguidas superan el 96% en el mejor escenario, combinando caracteŕısticas neuromotoras y

globales, lo que demuestra el potencial del método propuesto para discriminar entre niños

y adultos jóvenes.

En el Caṕıtulo 6 hemos empleado una de las mayores bases de datos de escritura on-line

para la investigación de la enfermedad de Parkinson (EP). Nuestro resultados preliminares

consiguen una precisión del 96,9% en la clasificación de pacientes con EP frente a partic-

ipantes CJS (Controles Jóvenes Sanos), un 81,7% en la clasificación de pacientes con EP

frente a CMS (Controles Mayores Sanos), y un 97,2% en la clasificación de CMS frente a

CJS cuando se combinan los tres conjuntos de caracteŕısticas propuestos. Lo que demues-

tra el potencial de la biometŕıa basada en escritura on-line para identificar caracteŕısticas

espećıficas de la enfermedad de Parkinson en etapas tempranas y aśı poder ayudar para

un óptimo diagnóstico y monitoreo.

En el Caṕıtulo 7 hemos estudiado la biometŕıa del comportamiento para la detección de

bots durante la interacción Hombre-Máquina. Nuestras conclusiones en comparación con

trabajos previos del estado del arte sugieren que existe un potencial aún sin explotar en

la biometŕıa de comportamiento para su aplicación en la detección de bots. Creemos

firmemente que la combinación de estas señales de comportamiento con otros métodos

CAPTCHA tradicionales puede mejorar significativamente la detección de bots, como

hemos demostrado con nuestra aplicación patentada BeCAPTCHA (es, P202030066).

Cuando se combinan datos humanos y sintéticos para entrenar nuestro alogoritmo, Be-

CAPTCHA tiene hasta un 95% de reducción del error relativo discriminando entre mues-

tras humanas y sintéticas. Las mejoras esperadas serán aún mayores cuando se consideren

rasgos biométricos adicionales en futuras implementaciones de BeCAPTCHA ampliadas

más allá de los paptrones del ratón, gestos en pantallas táctiles y las señales extráıdas del

acelerómetro.
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