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Abstract

This paper proposes a method to generate the synthetic
kinematic of signatures in 3D. The analysis of 3D signatures
is becoming a hot topic due to the irruption of commercial
off-the-shelf devices for easy acquisition of 3D movements.
However, the novelty of this technology reveals the scarce
publicly available signatures in 3D, which hinder their de-
velopment. A solution is the synthesis of Signatures in 3D.
As a first step, this paper synthesizes the kinematics of 3D
signatures based on the Kinematic Theory of Rapid Move-
ments and its associated Sigma-Lognormal model in 3D.
To evaluate the method, we regenerate signature databases
with synthetic speed profiles in all genuine and forgeries
found in two 3D signature databases. Then, we analyze the
similarities in the performance of a signature verifier when
real and synthetic signatures are used in random and skilled
forgeries experiments.

1. Introduction

The synthesis of 2D signatures has promoted advances
in the field of automatic signature verification. We observe
this fact in offline (or static) and online (or dynamic) sig-
natures because the synthesis can generate illimited data in
both modalities [8]. Moreover, the extensive usage of sig-
natures as legal evidence of authorship makes this trait very
sensitive biometric data. Therefore, donating real signatures
to public databases carries serious security concerns. As
a solution, synthetic data allows researchers to share data

without legal hindrances. This feasibility has opened the
possibility of training and testing new automatic signature
verifiers (e.g. [18]).

As part of the evolution of this technology, mainly
boosted by the new commercial off-the-shelf (COTS) de-
vices available for 3D movement acquisition, recent works
have demonstrated the capacity to verify the authorship of
signers through the 3D signatures in-air. Hence, it has direct
applications in the biometric and e-security areas [16, 19].

As a recent verification modality, future designs in au-
tomatic signature verification in 3D may be more robust in
case of a large quantity of available data. Because of that,
all benefits supported by the synthesis of 2D signatures can
be transferred to 3D signatures.

Furthermore, synthesizing such tridimensional move-
ments opens the door to predicting movements, synthesiz-
ing human-like motions, and developing strategies for hu-
man motion reconstruction on engineered anthropomorphic
systems, such as humanoids, mobile manipulators, and sim-
ulated systems.

The synthesis can be approached in two steps. On the
one hand, generating complete artificial trajectories of sig-
natures in 3D is required, and, on the other hand, the gen-
eration of kinematics. This paper focuses on the second
generation as a preliminary step towards the full signature
3D synthetic generation.

One theory for analyzing the kinematics of human move-
ment is the Kinematic Theory of Rapid Human Movements
(e.g. [21, 22, 23, 24, 27]). This theory uses the Delta-
Lognormal [25] and Sigma-Lognormal [20] models, which
have been extensively used to explain most of the funda-
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mental phenomena covered by classical studies on human
motor control and to study several factors involved in fine
motricity.

Two methods have been developed to work out the pa-
rameters with the Sigma-Lognormal model in 3D: Script-
Studio3D [12], which optimizes the velocity, and iDe-
Log3D (iterative Decomposition in Lognormals in 3D) [10],
which optimizes the velocity and the trajectory jointly.

These methods transform 3D kinematic data into a se-
quence of circumference arcs between two virtual target
points. Each arc is defined by starting and ending angles.
An ending virtual target point is the starting virtual target
point of the following circumference, and so on, up to the
end of the movement. Similarly, each arc can be considered
to have a starting and ending time, but the finishing time of
an arc is not the same as the starting time of the next arc.
Thus, the arcs are temporally overlapped. Each arc is cov-
ered with a lognormal velocity profile, and all the lognormal
samples corresponding to the same time are summed to gen-
erate the trajectory. Consequently, the space-time trajectory
is transformed into a sequence of virtual target points, start-
ing and ending angles, and lognormal parameters. This an-
alytical parametrization makes it easier to reverse the kine-
matic synthesis of signatures in 3D.

The kinematics synthesis for 3D signatures is practical
in combination with the artificial generation of 3D trajec-
tories. However, its independent use has also made sense
on its own. Unstable frequency rates or bad quality in the
timing signal and other noise because the acquisition de-
vices render the deficient acquisition of the 3D movement.
In some applications, a good kinematic estimator may sub-
stitute noisy original kinematics, which is generally ob-
tained through processing the timing signal. The synthe-
sis of the kinematics, used as a predictor, can help to im-
prove the quality of the acquired samples. As a previous
step to fully synthesizing 3D signatures, this paper studies
kinematic generation. Note that many recognizers classify
according to the kinematic properties of the signatures.

Based on these motivations and the kinematic parameters
obtained with the Sigma-Lognormal Model in 3D [10], this
work proposes a novel way to develop synthetic kinemat-
ics on tridimensional signatures. The main contributions
of this work are twofold: i: we propose a novel 3D signa-
tures biometric generation method capable of synthesizing
human-like velocities in 3D genuine and forgery samples.
The prerequisite to using the method is an 8-connected 3D
trajectory without timing information. By using the order
sequence of the ballistic trajectories in 3D, we developed
a realistic kinematic for these movements in the frame of
iDeLog3D [10]; ii: To evaluate the human likeness of the
synthetic velocity, we compare the performance of real and
synthetic databases1 in experiments with an automatic sig-

1The synthetic databases are publicly available for research purposes at

nature verifier for 3D signatures [11]. The synthetic kine-
matic is finally validated according to random and skilled
forgeries scenarios.

The rest of the paper is organized as follows. Section 2
details the method to synthesize the velocities in ballistic
trajectories of signatures 3D. The evaluation is defined in
Section 3 and the results are given in Section 4. We con-
clude the article in Section 5.

2. iDeLog3D for synthesis of kinematics in 3D
trajectories

iDeLog3D is a model to represent the human kinematics
with the Kinematic Theory of Rapid Human Movements
and its associated Sigma-Lognormal model [10]. This
model decomposed a human movement in 3D in a sum of
temporally overlapped simple movements called strokes. In
the kinematics synthesis, the strokes between two consecu-
tive salient points in the trajectory will be found.

Then, each stroke has several parameters for its analyti-
cal representation. For the synthesis, we are estimating the
lognormal timing, denoted by toj , the amplitude of the input
command, Dj , the stroke time delay on a logarithmic scale,
µj , the stroke response time, σ2

j , and the starting and ending
angles, (θs, θe), for each j stroke. Note that the angles are
two parameters do not require in the synthesis proposed in
this paper.

In the following sections, we will describe the procedure
in detail.

2.1. Linear interpolation and stroke segmentation
in 3D

This section explains how the saleint points are com-
puted from a 3D trajectory. Initially, the trajectory is
sampled. From this real sampling, the real kinematic
can be easily obtained. As we are interested in synthe-
sized kinematics, we interpolated the sampling points in the
[x(t), y(t), z(t)] sequences with the Bresenham algorithm
to create trajectories with eight connectivity. They can be
expressed as [x(i), y(i), z(i)]ni=1, n being the total number
of points. We aim to develop the kinematic from these tra-
jectories, which contain an ordered sequence of points.

The salient points in an 8-connected curve can be defined
as the points with maxima curvature. They often coincide
with the velocity profile minima due to the quick change of
direction in the trajectory. In this way, the salient points of
[x(i), y(i), z(i)] are calculated as the peaks of the curvature,
which is obtained at a point as [15]:

https://gpds.ulpgc.es/.
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κ(x, y, z) =

√
(z̈ẏ − ÿż)

2
+ (ẍż − z̈ẋ)

2
+ (ÿẋ− ẍẏ)

2√
(ẋ2 + ẏ2 + ż2)

3

(1)
where (ẋ, ẏ, ż) are the differentiation of the sequence of
(x, y, z) Cartesian coordinates, respectively. The double
upper dots denotes double differentiation. The radius of the
curvature of a trajectory at a point i in [x(i), y(i), z(i)] is
the inverse of the curvature κ(x, y, z) at this point, i. De-
pending on how many samples we use for working out the
differentiation, the curvature will be worked out at different
scales.

In the practice, this procedure was not useful as many
virtual target points were not located due to a big curvature
in a plane, say plane xy, can be reduced in 3D owing to the
trajectory in the orthogonal plane. To alleviate this draw-
back, the curvature in the plane xy is calculated as:

κ(x, y) =

√
(ÿẋ− ẍẏ)

2√
(ẋ2 + ẏ2)

3
(2)

similarly for the curvature in planes xz and yz. The
salient points in each plane are obtained as follows [7]:
The curvatures at each plane are worked out at dozen
scales uniformly distributed between 1 and M/2, M be-
ing the length of the trajectory, and the scale the number
of points used to work out the derivate. All the curva-
tures calculated are summed to obtain the summed curva-
ture C. The salient points at each plane are selected as
the peaks of C whose height/width ratio are greater than
(max(C)−min(C)) /45. The salient points of the 3D tra-
jectory are obtained as the union of the salient point of the
xy, xz, and yz planes [3].

Note that some salient points are detected in more than
one plane xy, xz, or yz. However, as they are located
in the same or nearby samples, they are combined in just
one salient point. Figure 1 shows an example with the
salient points initially detected during the analysis of two
planes and the final salient points after their fusion with this
method. Also, a detail in another view angle is shown.

Once selected the salient points, the starting timing re-
action, the space, and the neuromuscular-based parameters
are estimated.

2.2. Velocity profile synthesis

Given the sequence of salient points, spj , the velocity
synthesis is based on a sum of lognormal functions inserted
between consecutive salient points. There are many solu-
tions to t0j , Dj , µj , and σ2

j fits the bell-shaped speed profile
of a stroke [4]. According to the synergy of the neighbor

Figure 1: Example of initial and final salient points in a 8-
connected 3D trajectory of signature and a detail.

lognormals studied by the kinematic theory, adjacent log-
normals overlap to generate smooth and fluid movements.

Initially, a time is assigned to each salient point, spj .
The salient points can be heuristically timed through this
relation: t0j = tsj−1 − 0.5 [9], in seconds, giving enough
time to the lognormal function to increase at the beginning
of the stroke in tsj−1.

To calculate µj and σ2
j parameters, we define a bell shape

with a mean Mj = tsj−1 + (tsj − tsj−1)/2 and variance
Vj = (tsj − tsj−1)/4 (it takes 95.45 % of energy in the
segment and the rest of the overlap). This is an experimen-
tal value according to the general observations in the used
databases of this article. Then the lognormal parameters are
recovered by the method of moments [2]:

µj = log

 M2
j√

Vj +M2
j


σ2
j = log

(
Vj

M2
j + 1

) (3)

and Dj = lsj , where lsj is the distance between spj−1 and
spj in the 8-connected 3D trajectory.

Therefore, we define the velocity module as follows:

v(t) =

Nblog∑
j=1

Djvj(t) (4)

Nblog being the number of logormals and vj(t) is defined
as:

vj(t) =
Dj

σj

√
2π(t− t0,j)

exp

{
− [ln(t− t0,j)− µj ]

2

2σ2
j

}
(5)

2.3. Lognormal sampling of the 3D trajectory

Finally, the 3D 8-connected trajectory is sampled using
the velocity module of Eq (4). To this end, a frequency of
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(a) Trajectory in 3D

(b) Velocity

Figure 2: Example of a synthetic trajectory of a signature in
3D and a comparison between the noisy real and synthetic
speeds on a 3D signature.

the output signal is assigned to mimick the samples per sec-
ond, fm, typically defined by the acquisition device. For
example, let k be a sampling point in the online 3D signa-
tures and k/fm the timestamp of such sampling points, then
the distance dk between samples in the 8-connected trajec-
tory can be defined as follows:

dk =

∫ k/fm

0

v(t) dt (6)

This distance, dk, is later used to select the samples that
satisfy the defined velocity profile, obtaining the online sig-
nature (x(t), y(t), z(t)).

Figure 2-a illustrated the sampled trajectory obtained
from this procedure. To understand better the synthetic
speed profile, Figure 2-b shows the real and synthetic
speeds. As can be seen, the real profile is very noisy, includ-
ing unrealistic high-frequency components that can only be
explained as noise added by the acquisition device. Maybe,
the noise origin is a non-uniform sampling frequency or lo-
cation error. Instead, the synthetic speed is smoother ac-
cording to the human muscular response. The number of
lognormals of the synthetic speed relies on the number of
salient points detected. In this way, a different number of
salient points and different positions of the salient points
render different speed profiles. Note that the aim is not
to estimate the real speed profile but generate a realistic
human-like speed that performs similarly to the real one.

As a detail, a practical null velocity was observed in the
initial 0.5 s in the real speed (Figure 2-b). This hesitation
time is tough to figure out, and our salient point estimator
cannot estimate so many close salient points at the begin-
ning of the signature. Despite not having the same speed
profile as the real in a challenging case of 8-connected tra-
jectories, we will validate their utility in automatic signature
verification in the next sections.

3. Evaluation
To evaluate our method, we propose regenerating 3D sig-

nature databases with synthetic speed profiles and compar-
ing the similarities between the performances obtained with
the real and synthetic ones. Furthermore, the performance is
obtained in automatic signature verification (ASV) experi-
ments, a practical application of 3D signatures in e-security
and robotic applications [16, 19]. In this way, The ASV
is evaluated in different scenarios. Comparing the perfor-
mance of a system when real or synthetic signatures are
used is the most accepted evaluation in this field. However,
other evaluations are convenient, like the perception of the
signature.

3.1. Databases

The following publicly available databases of signatures
in 3D were considered in this work.

• The 3DIIT Signatures database consists of 1600 air-
written signatures by eighty individuals recorded using
a Leap motion at 60Hz [1].

• The Deep3DSigAir database, which contains signa-
tures from forty users: 10 for training, 10 for testing,
and 25 forgeries acquired with Intel’s creative senz3D
depth camera at a sampling rate of 60Hz [19].

3.2. Forgeries in signature verification

We evaluate our synthesis method to reproduce human-
like kinematics under the next two scenarios.

• Random Forgeries. This scenario consists of imper-
sonating the user’s identity with another personal sig-
nature. This experiment is relevant for its implications
in e-commerce and similar transactions. In our case,
we can simulate it with all databases.

• Skilled Forgeries. This is by far the most scathing at-
tack on signature verification. It simulates a fake iden-
tity that has observed one or more than one signature
of a genuine user. After learning and training for a
while, the attacker tries to impersonate an enrolled user
by imitating the signature maliciously. We do exper-
iments with only the Deep3DSigAir, which provides
skilled forgeries.

Authorized licensed use limited to: Universidad Autonoma de Madrid. Downloaded on February 02,2024 at 12:18:55 UTC from IEEE Xplore.  Restrictions apply. 



(a) Random forgery with 3DIIT (b) Random forgery with Deep3DSigAir (c) Skilled forgery with Deep3DSigAir

Figure 3: Random Forgery and Skilled Forgery results with the used signature databases in 3D.

Both scenarios serve to generate impostor scores. In ad-
dition, genuine scores are necessary to evaluate the perfor-
mance of an ASV. Thus, genuine scores are produced when
a legitimate user tries accessing the system using biomet-
ric data. Therefore, a 3D signature synthetic generation
method must deal with these scores and their intra-class and
inter-class distributions.

A new nomenclature for random and skilled forgeries
was proposed in [14]. The authors recommended using
bona fide attack and presentation attack, respectively. In ad-
dition, for this kind of test, similar vocabulary is proposed
for the recent standard [17], which leads to the use of Attack
Presentation Classification Error Rate (APCER) at fixed
bona fide presentation classification error rate (BPCER) val-
ues.

Nevertheless, in this work, we prefer to preserve the
well-known and accepted nomenclature of random and
skilled forgeries. It can avoid confusion in the long term
in automatic signature verification field [5, 26]. Moreover,
the vocabulary does not introduce originality in the present
research.

3.3. Protocol

To verify the signatures automatically, we use a dynamic
time warping algorithm [11] using the trajectory and its first
and second derivatives as features. In other words, it corre-
sponds to the three coordinates of position, velocity, and
acceleration, nine features in total. Then, the closer dis-
tance between a questioned signature and the enrolled set,
normalized by the warping path length and the average dis-
tance among the enrolled set of signatures, was chosen as
the final score.

We evaluate random and skilled forgeries experiments
under classical metrics in biometrics. On the one hand, we
worked out the False Rejection Rate (FRR) by comparing
enrolled and genuine signatures. Then, the False Accepta-

tion Rate (FAR) is built by comparing the identical enrolled
signatures with forgeries.

Five random signatures were chosen as the enrolled set
in all our experiments. The experiments were repeated ten
times in all cases, and average Detection Error Tradeoff
(DET) curves were given. We also reported the average
threshold values of Equal Error Rate (EER) and Area Under
Curve (AUC) and their standard deviations.

Both databases were used for the random forgery sce-
nario. Per each user, we used all the genuine signatures not
included in the enrolled set for developing the FRR curve.
As forgeries, we use all genuine signatures of the other users
for building the FAR curve.

For skilled forgeries, the same FRR curve was used.
However, the FAR curve was built with all skilled forgeries
available per each user in the Deep3DSigAir.

4. Results
4.1. Random forgery results

To validate the use of kinematics in random forgery, we
compute the DET plots with real and synthetic signatures
from the two databases. Figure 3-a and b show the per-
formance with the 3DIIT and Deep3DSigAir databases, re-
spectively.

We observe excellent results in the case of 3DIIT
database. The real and synthetic curves are so close in all
values of FAR and FRR in the logarithmic DET plot. More-
over, the EERs and AUCs between real and synthetic are
close. In the case of Deep3DSigAir, we can see better close-
nesses in the DET curves in high FAR values.

We would like to highlight that we are not proposing an
outperforming automatic signature verifier in 3D. Instead,
we are using a standard system to analyze the similari-
ties between the real and synthetic database performances,
tested under the same conditions.
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Table 1: Related works on synthesis of kinematics in signatures

Real EER (%) Synth. EER (%) Database
Random forgeries

2D signature: [6] 0.71% 0.88% BiosecurID-132 [13]
3D signature: This work 17.90% 18.91% 3DIIT
3D signature: This work 0.69% 2.79% Deep3DSigAir

Skilled forgeries
2D signature: [6] 5.46% 9.51% BiosecurID-132 [13]
3D signature: This work 5.09% 9.35% Deep3DSigAir

4.2. Skilled forgery results

This case of skilled forgeries is the most challenging
in signature verification. The performance comparison be-
tween real and synthetic is reported in Figure 3-c. Re-
garding the random forgery results with Deep3DSigAir
databases, a positive effect of both DET curves is that they
are parallel in the whole FAR and FRR ranges.

Finally, the results suggest that our generation method
can produce realistic synthetic samples for different
database conditions. The performance of the synthetic kine-
matics generated with the proposed approach varies from
0.69% to 17.90% of EER in Deep3DSigAir and 3DIIT
databases, respectively (both for the same type of attack).
It is worth pointing out that the proposed synthesizer can
be adapted to the tendency of these performances in both
random and skilled forgeries.

It is worth highlighting that this method can generate the
kinematics of genuine and skilled forgeries. The input is
just a 3D signature without temporal information. For this
reason, experiments on random and skilled forgeries help to
analyze the effectiveness of the kinematic generation.

4.3. Comparing with kinematic synthesis in 2D sig-
natures

This research line has been active in 2D signatures. The
Table 1 shows different works that have approached the
kinematic of signatures in 2D for random and skilled forg-
eries. All works in this table used the same metrics and
the same verifier. The objective of random and skilled forg-
eries experiments was to close the performance of the real
database.

A fair comparison of 2D vs. 3D synthetic data would re-
quire using the same experimental protocol, ASV, and data.
Probably, projecting the 3D signatures in 2D could be an-
other practical solution for comparison. Nevertheless, the
comparison results to [6] are certainly the first indications
of the behavior of our synthesis.

In the case of random forgery, previous work reported
similar relative performance errors. In our case, the 3DIIT
performances are the most similar. However, in skilled forg-

eries, we can observe that our errors are in line with the pre-
vious works in 2D signature verification. Nevertheless, the
comparison is not somewhat since the databases and exper-
imental protocols were not the same.

Regarding the performances, detecting skilled forgeries
with synthetic signatures in 2D and 3D rather than with
reals seems more difficult. One reason is that the acqui-
sition noise is not simulated with the biologically inspired
computational model to synthesize the signatures. Another
improvement aspect is the detection of the salient point in
skilled forgeries. This detector works under the same con-
ditions using genuine or skilled forgeries specimens, repre-
senting the most challenging case. Additionally, similar ob-
servations can be concluded in the case of random forgery.
Finally, regarding the equal error rate values, the depen-
dency on the database can be seen in Table 1, as usual in
signature verification technology [5].

5. Conclusions

Motivated by the recent advance in automatic signature
verification in 3D, we propose a method to synthesize the
kinematic of signature trajectories in 3D. The kinematic
synthesis is worked out under the lognormality principle of
the Sigma-Lognormal model in 3D through iDeLog3D [10].

Our method starts from the 8-connected trajectory of the
3D signature. Firstly, we propose a method to estimate the
salient points of the trajectory. Then, we define the strokes
and their analytical parameters between these salient points.
Finally, the trajectories are lognormally sampled to create a
synthetic specimen for genuine and skilled forged 3D sig-
natures.

We synthesized the signatures of two publicly available
signature databases in 3D for validation. The results are put
in context with the results obtained in similar approaches
with signatures in 2D.

Our method neither increases the number of users in the
databases nor the number of skilled forgeries. Instead, it de-
signs artificially new velocity to a given 3D trajectory. Since
our kinematic synthesis does not change the original signa-
ture trajectory, we cannot preserve private information.
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We plan to design 3D synthetic trajectories of signatures
in our future works. Then, we will investigate the inte-
gration of the kinematic synthesis proposed in this article.
Moreover, the improvement of salient points estimation is
still an open issue.
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