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Abstract—In this article, we present a Web-based System called
M2LADS, which supports the integration and visualization of
multimodal data recorded in learning sessions in a MOOC in
the form of Web-based Dashboards. Based on the edBB platform,
the multimodal data gathered contains biometric and behavioral
signals including electroencephalogram data to measure learners’
cognitive attention, heart rate for affective measures, visual
attention from the video recordings. Additionally, learners’ static
background data and their learning performance measures are
tracked using LOGCE and MOOC tracking logs respectively, and
both are included in the Web-based System. M2LADS provides
opportunities to capture learners’ holistic experience during their
interactions with the MOOC, which can in turn be used to
improve their learning outcomes through feedback visualizations
and interventions, as well as to enhance learning analytics models
and improve the open content of the MOOC.

Index Terms—Open Education, MOOC, e-Learning, Biomet-
rics and Behavior, Multimodal Learning Analytics, Web-based
Technology, Computer Science & Information Technology

I. INTRODUCTION

Open education encompasses a wide range of practices,

including the use of open educational resources (OER) [1],

open access journals, open textbooks, and open courseware. It

also involves the use of open technologies and platforms, such

as MOOCs (Massive Open Online Courses), which provide

free and open access to education for anyone with an internet

connection.

MOOCs are a valuable source of educational content and are

sometimes endorsed and recognized by official institutions [2].

But, how do these MOOC learners behave? How do they

interact with the courses? What is their learning context like?

Are they focused when learning?

The research area that could help us answer these ques-

tions is Multimodal Learning Analytics (MMLA), which is

a subfield of Learning Analytics [3]–[5] that deals with col-

lecting and integrating data from different sources, providing

a panoramic understanding of the learning processes and the

various dimensions related to learning [6].

Several attempts have been made to integrate multimodal

data collected from various sources in educational contexts,

as discussed in the following section. However, due to the

diversity and volume of biological and behavioral signals that

we aim to monitor in MOOCs, and considering the unique

characteristics of the platform where we intend to track learner

data, we have opted to create a web-based system. This system

aims to facilitate the accurate integration and visualization of

multimodal data during learning sessions in MOOCs through

web-based dashboards.

The system is called M2LADS, which is an acronym

for “System for Generating Multimodal Learning Analytics

Dashboards.” Using these dashboards, MOOC instructors, as

users of this approach, can perform in-depth analysis to gain

a better understanding of when MOOC learners are focused,

what course content captures their attention, and more.. Fur-

thermore, this work is based on several learning analytics

tools [7]–[10] to address related challenges.

The structure of this article is as follows: in the next section,

we present related works. In the following section, we provide

a detailed description of the proposed system. In section IV,

we present the current use of the system in a case study with

learners of a MOOC on edX1. Finally, the article concludes

with conclusions and future work.

II. RELATED WORK

In recent years, within the field of Learning Analytics,

dashboards have been developed to assist both learners and

instructors [11], [12]. Their goal is to collect personal informa-

tion about learners, including their progress in a course, among

other data, and display it through graphical representations as

Learning Analytics Dashboards (LADs) [13]. In the case of

learners, these dashboards can help them make better decisions

regarding their learning. In the case of instructors, the goal of

these dashboards is to help them optimize and improve their

teaching.

As we can see, information such as visual attention, cogni-

tive load, or stress is of great value for dashboards since they

allow for an improvement in the learning process. Not only

has this multimodal information demonstrated great value for

the educational branch, but also biometric information allows

for the identification of possible suspicious and fraudulent

events, as well as uncanny behaviors that can be observed by

instructors to guarantee safe education or certification [14]–

[16].

1https://www.edx.org/
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Fig. 1. The acquisition setup shows how it’s been setup for student’s
monitoring in remote education, using the edBB platform [14]. For each
sensor, the Sampling Rate used is shown.

Similar analyses have also been developed in other studies,

such as in [17], where the readings from a MOOC are analyzed

to visualize learner areas of interest through fixations and

heat maps, and subsequently predict what has been learned.

Another example can be found in [18], where instead of a

MOOC, a set of LA dashboards is used in which each of the

graphs is defined as areas of interest, and an eye-tracker is

used to obtain fixations in each of them.

Capturing multimodal data is characterized by the use of

a large number of sensors, devices, or signals [19]. Several

studies [20], [21] have shown that better prediction results for

learner success are obtained by using multiple data acquisition

devices. An approach where multimodal data from multiple

devices is monitored, analyzed, and visualized is the research

presented by Acevedo and colleagues in the area of Intelligent

Tutoring [22].

We have found some related and interesting research works

in the area of multimodal discourse analysis of collaborative

knowledge construction [23] and multimodal analysis of non-

verbal aspects of collaboration [24]. As these research areas

are concerned with understanding how different modes of

communication, such as language, gesture, and visual images,

work together to create meaning in collaborative settings,

capturing multimodal data from multiple devices has been

demonstrated to be very useful.

However, the development of dashboards often focuses only

on a few devices, such as the eye-tracker, and does not address

any of the themes proposed in [13] that are used in Learning

Analytics Dashboards (LADs), such as aiding in the detection

of learning problems and difficulties or helping learners in the

development of a learning plan.

This limitation, where there are not enough approaches to

help visualize and analyze multimodal data from different

devices in online courses, has motivated the creation of the

proposal that we present in this article.

III. THE APPROACH: M2LADS

We propose a web-based system called M2LADS (an

acronym for System for generating Multimodal Learning

Analytics Dashboards). This system supports the generation

of web-based dashboards. Each dashboard visualizes all the

multimodal data monitored in a learning session (LS) in a

MOOC. We have developed the system for any edX MOOCs;

however, we have tested it on a specific course (see Section IV

for more details). These dashboards can be accessed and

viewed by the MOOC instructors due to they are the potential

users of this approach.

The system is composed of three modules following a

Model-View-Controller (MVC) approach. For simplicity, the

multimodal data recorded in the LS and processed by the

system is referred to in this approach as Activity Data (AD).

Details of this multimodal data are found in Section III-A.

The Modules of M2LADS System are:

• Activity Data Processing Module (Controller): see Sec-

tion III-B.

• Activity Data Store Module (Model): see Section III-C.

• Activity Data Visualization Module (View): see Sec-

tion III-D.

A. MultiModal Data Description

1) edBB Data: The EdBB platform was used to monitor

learners during e-learning activities [14], [25]. This multi-

modal acquisition framework captures biometric and behav-

ioral information and was designed for remote education.

It uses a group of software to communicate and synchro-

nize different sensors and can adapt the acquisition setup to

the monitoring circumstances, using both advanced sensors

(smartwatch, eye tracker, etc.) and basic ones (webcam, con-

text data, etc.). In our work, we used the following acquisition

setup and sources of information/sensors (see Fig. 1):

• Video: Video data from 3 different positions: Overhead,

front and side cameras, using 2 simple webcams and

1 Intel RealSense that includes 1 RGB and 2 NIR

cameras; that also calculates the depth images using the

NIR cameras. Lastly, the screen monitoring video is also

captured.

• Electroencephalogram (EEG) data: Using a NeuroSky

EEG band that obtains 5 signals: δ (< 4Hz), θ (4-8
Hz), α (8-13 Hz), β (13-30 Hz), and γ (> 30 Hz)

and through the pre-processing of these EEG channels,

attention, meditation, and the moment in which the blinks

occur, are also obtained [26]–[28].

• Heart rate: To capture this in real time we use a Huawei

Watch 2 pulsometer feature [29].

• Visual attention: A Tobii Pro Fusion was used and it

contains two eye tracking cameras that estimate the

following data: Gaze origin and point, pupil diameter,

data quality, etc.; allowing us to obtain visual attention.

• Metadata: We collect it from sessions and PCs like IP

and MAC addresses, OS, apps and web history.
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Fig. 2. M2LADS Architecture/Modules

2) MOOC Data: While a learner is learning in a MOOC

on edX, log data is generated. This log data contains detailed

information about where the learner is navigating, which

videos he/she visits, which assignments he/she completes, and

so on.

All this information is correctly contextualized with the

learner’s data and the time stamp of each action. The log data

of a LS is stored in a JSON file.

3) Additional Data: Despite the large amount of informa-

tion provided by edX log data, a complementary log recording

tool called LOGGE has been developed in the context of this

approach.

The objective of this tool is to store additional information

related to the monitored learner (e.g., sex, hand used with the

mouse, heart problems, marks, etc.) and enrich the edX log

traces with information related to the activities that the learner

carries out during the LS. This information (log data) is stored

as a CSV file.

Furthermore, to assess learner learning, a pretest related to

the MOOC LS has been designed. This pretest is answered by

learners just prior to the start of the LS.

B. Activity Data Processing Module

This module allows for the extraction, cleaning, selection,

and preprocessing of the multimodal data recorded during the

LS in the MOOC to extract the learner’s Activity Data. The

module is composed of the following three services:

It is designed to extract and process data from these four

sources (see Fig. 3):

• LOGGE Data: The log file generated by the LOGGE tool,

which contains information related to the activities or

events that the learner has carried out and their times-

tamps, is preprocessed into an activities matrix (LOGGE

Activity Matrix) with three columns: the activity identi-

fier, the initial timestamp, and the final timestamp of each

activity.

• edX Data: The edX log file is cleaned and preprocessed

into another activities matrix (MOOC Activity Matrix)

with the same structure as the previous one.

• Pretest Data: The learner’s answers to the pretest items

are checked against the correct answers, and a matrix

with two columns is generated: item and score.

• edBB Data: The biological and behavioral signals pro-
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Fig. 3. Multimodal Data Preprocessing Service

vided by biometric devices are preprocessed as follows:

for each variable, such as attention (from EEG), heart rate

(from smartwatch), and pupil diameter (from eye-tracker),

a matrix is generated with these columns: timestamp,

variable value, and time window (the average of the

most recent data within the last 30 seconds). In all of

these matrices, the time unit is standardized, and the

start and end times are synchronized so that the data for

all variables start and end simultaneously. In addition,

correlations are calculated. For each video, frames, and

the timestamps at which those frames were taken are

extracted, and a matrix per video is generated with this

information in two columns.

1) Activity Data Generation Service: This service crosses

the data from the previous learner data organized in four

matrices to generate the final Learner Matrix (LM) following

this process (see Fig. 4):

Firstly, the LOGGE Activity Matrix and the MOOC Activity

Matrix are combined into an intermediate matrix (Activity

Matrix). If an activity is present in only one of the initial

matrices, its data is included in the intermediate matrix.

However, if an activity is present in both initial matrices, the

data from the MOOC matrix is given priority and included

in the intermediate matrix. Finally, each of the matrices with

the data for each of the variables (attention, heart rate, etc.) is

combined with the Activity Matrix. This way, the information

on what activity the learner was doing while each biometric

value was being recorded is obtained and included in the final

Learner Matrix (LM), which contains four columns: times-

tamp, variable value, time window, and the activity identifier.

2) Activity Data Store Service: This service stores the

LM as data collections in a MongoDB database, and all the

recorded videos during the LS are organized as audiovisual

files in a set of directories.

Fig. 4. Multimodal Data Preprocessing Service

C. Activity Data Management Module

This module provides connectivity with MongoDB and the

directories with the audiovisual files.

D. Activity Data Visualization Module

In this module, the system creates a visualization per learner,

i.e., a dashboard, that reflects learner activity data during

the LS. To achieve this, it generates and organizes visual

components (graphs) using the Dash framework2, which is

based on Flask and React.js.

1) Visualization Service: As shown in Fig. 5 (a), this ser-

vice composes the dashboard with several graphs that display

the learner’s attention, meditation, heart rate, and neural waves

over the course of the LS. It also includes several videos, such

as the screen captured during the LS, different webcam videos,

and learner fixation areas video from the eye-tracker. All these

elements in the dashboard are synchronized.

2) Analysis Service: Fig. 5 (b) illustrates that this service

adds graphs to the dashboard, which display an analysis of the

previous data, correlations among the values of the biometric

signals, and comparative values of learner performance (pretest

score vs posttest score).

IV. CASE STUDY

The presented approach was tested in the MOOC entitled

”Introduction to Development of Web Applications” (We-

bApp), which is available on the edX MOOC platform and

offered by the Universidad Autonoma de Madrid (UAM).

UAM joined the edX Consortium in 2014, and since then,

it has been offering a wide variety of courses. We selected

the WebApp MOOC because we needed its content for the

learning scenario of our research study.

The course teaches learners to develop Web Applications.

Learners who acquire web application development skills

through this MOOC they will have a valuable and in-demand

skillset that can open up many opportunities in their career.

The ability to develop web applications is critical for computer

science engineers who work with technology and software, and

it is an increasingly important skill in today’s job market.

The course is divided into five units and covers these

essential essential technologies and programming languages:

HTML, CSS, Python, JSON, JavaScript, and Ajax. Each unit

2https://plotly.com/dash/
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Fig. 5. Screenshot of some visualization by M2LADS

consists of several subunits, and each subunit contains open

multimedia resources such as videos, HTML pages, PDF files,

discussion forums, and graded assignments.

Currently, we are conducting a research study to measure

the effect of cellphones on the attention levels of WebApp

MOOC learners during learning sessions. To achieve this, we

are monitoring 120 volunteers from School of Engineering

at UAM who are required to attend our MMLA laboratory

and interact with the same course subunit during a 30-minute

LS. M2LADS will generate a web-based dashboard for each

user, and each monitoring session will yield approximately

Fig. 6. Learning Session schema

25 GB of information obtained from different channels such

as biometric, behavioral, and metadata data. This study is

endorsed by the university’s ethics committee.

For this study, we have developed two initial research lines

using the information provided by edBB and M2LADS:

• Technology development to detect the estimation of at-

tention level based on video processing [26]–[28] and the

analysis of cognitive load effects when students interact

with mobile phones [30] while in learning sessions.

• Study based on the visual attention that the student holds

while using a mobile phone, using automatic gaze target-

ing estimation technologies [31] obtained directly from a

webcam. This allows the creation of visual attention maps

that improve the information provided to M2LADS.

As shown in Fig. 6, before starting with the collection of

multimodal data from the LS, the learner takes a pretest with

some items related with the LS topic to determine their initial

level of knowledge. As seen in bottom part of Fig. 5 (b), the

dashboard visualizes the learner’s pretest performance com-

pared to the performance obtained during the LS by answering

assignments supported by the MOOC. These assignments are

the items of the posttest. During the LS, the learner watches

videos, reads materials, etc., as shown in Fig. 5 (a).

V. CONCLUSION AND FUTURE WORK

In this article, we present a web-based system called

M2LADS (an acronym for System for Generating Multimodal

Learning Analytics Dashboards). This system supports the

integration and visualization of multimodal data monitored in

MOOC learning sessions in the form of web-based dashboards.

These multimodal data are provided by the monitoring sup-

ported by the edBB platform and the data from the LOGGE

tool and an edX MOOC. Therefore, M2LADS’ main goal

consists of providing valuable information from the sessions

to the instructors, in order to make the learning system more

personalized; ultimately, an improvement in education.

edBB’ versatility allows the use of specific sensors like

EEG, pulsometer, etc; to measure attention levels, heart rate,

and other important signals. However, these unusual sensors

can be replaced with deep learning technologies that work

with images obtained from a basic webcam, that are capable of

estimating attention levels [26], [27], heart rate [29], eye blink

detection [28], user identification [16], [25], etc. Hence, with

this secondary option, edBB can provide data for M2LADS

in massive online education environments.
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Therefore, we can conclude that we have, at UAM, an

MMLA laboratory ready with the integration of M2LADS,

LOGGE tool, and edBB platform for new monitoring to

exploit its utility in the e-learning context.

The initial results obtained from the proposed approach have

been found to be useful by the team of instructors of a MOOC

at edX (the online course being used in a research study

conducted using this approach) in their tasks of improving the

course content, particularly to detect which open resources in

the form of videos would be advisable to improve.

Finally, future work will also explore new multimodal

machine learning methods [32] capable of exploiting all

the heterogeneous information sources [33] originated in e-

learning session can be properly combined with instructors and

learners in human-in-the-loop AI-powered e-learning systems.
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