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Abstract

This paper presents a summary of the Competition on
Face Presentation Attack Detection Based on Privacy-
aware Synthetic Training Data (SynFacePAD 2023) held
at the 2023 International Joint Conference on Biometrics
(IJCB 2023). The competition attracted a total of 8 par-
ticipating teams with valid submissions from academia and
industry. The competition aimed to motivate and attract so-
lutions that target detecting face presentation attacks while
considering synthetic-based training data motivated by pri-
vacy, legal and ethical concerns associated with personal
data. To achieve that, the training data used by the partic-
ipants was limited to synthetic data provided by the orga-
nizers. The submitted solutions presented innovations and
novel approaches that led to outperforming the considered
baseline in the investigated benchmarks.

1. Introduction

Face recognition has been widely deployed in various
application scenarios, such as access control, phone un-
locking, and mobile payment. Reasons for this include its
convenience and outstanding performance [15} 2} 3]]. How-
ever, face recognition is susceptible to Presentation Attacks
(PAs), such as high-resolution photos and videos of an au-
thorized user [56, [10, [1), |20l 24]]. Therefore, face Presen-

tation Attack Detection (PAD) technology [32]], which de-
scribes the process of identifying whether a face presented
to the system is a bona fide (live) or PA, plays an important
role to secure recognition from PAs [28]]. These PA detec-
tors are often built using authentic biometric data [22], rais-
ing ethical and legal challenges. Such challenges have re-
cently been discussed in face recognition [7,47]], face mor-
phing attack detection [13} 51]], and face PAD [21]]. There
was previously a series of competitions on face PAD based
on authentic data [46] and a competition targeting face mor-
phing attack detection based on privacy synthetic training
data [34]. However, this is the first competition targeting
PAs on face recognition while limiting its development data
to synthetic data. Given the legal privacy regulations, the
collection, use, share, and maintenance of face data for bio-
metric processing is extremely challenging [11]. For exam-
ple, several large-scale face recognition datasets [9, 27, 38]]
were withdrawn by their creators with privacy and proper
subjects consent issues being the main reason. One of the
main solutions for this issue is the use of synthetic data [11]].
This has been very recently and successfully proposed for
the training of face recognition [47, 5| 6] and morphing at-
tack detection [13} 34} 18| [12], among other processes such
as model quantization [4, 40|]. Furthermore, a recent work
followed this motivation to take advantage of synthetic data



to develop PADs in a privacy-friendly manner [21] and
proved the usability of synthetic data for the development
of face PADs. The utilized assumption is that learning to
detect the differences between bona fide and attack samples
of a synthetic origin can be used to detect these differences
between authentic bona fide and attacks and thus train PAD
without authentic private data.

Driven by the need for the development of face PAD
datasets that prioritize the privacy of individuals, promote
data sharing within the research community, and ensure the
reproducibility and continuity of face PAD research, we
conduct the SynFacePAD 2023: Competition on Face Pre-
sentation Attack Detection Based on Privacy-aware Syn-
thetic Training Data at the International Joint Conference
on Biometrics 2023. The results and observations are sum-
marized in this paper.

2. Dataset, Evaluation Criteria, and Partici-

pants
Dataset ‘ Year ‘ # Bona fide/attack ‘ # Sub ‘ Attack types
SynthASpoof [21] | 2023 | 25,000/ 78,800 (1&V) | 25,000 | 1 Print, 3 Replay
CASIA-FASD [56] | 2012 1507450 (V) 50 1 Print, 1 Replay
Replay-Attack [10] | 2012 200/1,000 (V) 50 1 Print, 2 Replay
MSU-MEFSD [52] 2015 70/210 (V) 35 1 Print, 2 Replay
OULU-NPU [1] 2017 1,980 /3,960 (V) 55 2 Print,2 Replay

Table 1. Summary of the used face PAD datasets. V and I are
shorthand for video and image, respectively. SynthASpoof is a
synthetic face PAD, serving as training dataset, and the other four
are public available authentic face PAD evaluation benchmarks.

2.1. Dataset

Training Dataset: To promote the development of face
PAD on synthetic data, this competition restricts the training
data to the provided privacy-friendly synthetic dataset, Syn-
thASpoof [21]. The SynthASpoof consists of 25,000 bona
fide and 78,800 attack samples and is publicly available.
The bona fide samples were generated using StyleGAN2-
ADA [36] and the attack samples were collected by pre-
senting these synthetic samples as printed or replayed at-
tacks to three different capture sensors. To ensure that the
participants trained their solutions solely by using the train-
ing data set provided, the solutions were trained again by
the organizers.

Evaluation Benchmarks: For the evaluation, we use four
authentic face PAD benchmarks: MSU-MFSD [52] (de-
noted as M), CASIA-MFSD [56] (denoted as C), Idiap
Replay-Attack [10] (denoted as I), and OULU-NPU [1]
(denoted as O). We select these four datasets by consid-
ering their widely used in generalized face PAD studies
[17, (19} 1421 149, 50]. The MSU-MFSD (M) [52] dataset
comprises 440 videos captured from 35 subjects, utilizing
two different resolutions of cameras. The dataset includes
two types of attacks: printed photo attacks and replay at-
tacks. The CASIA-MFSD (C) [56] dataset consists of 600
videos from 50 subjects and includes three types of attacks:

warped photo attack, cut photo attack, and video replay at-
tack. The Idiap Replay-Attack (I) [10] dataset contains
300 videos from 50 subjects captured under different sen-
sors and illumination conditions. The dataset includes two
types of attacks: print attacks and replay attacks. The Oulu-
NPU (O) [1] is a mobile face PAD dataset collected in a re-
alistic mobile scenario. It consists of 5940 video clips from
55 subjects using six different mobile phones.

Samples from the provided training dataset Syn-
thASpoof, as well as four evaluation benchmarks, are
shown in Figure [T} and the corresponding information is
summarized in Table[T] In addition, we provide participants
with a pre-processing implementation that includes face
detection and croppingﬂ For the evaluation benchmark,
the faces were detected and cropped using the MTCNN
method. Notably, there are no restrictions on the pre-
processing of the training data.

2.2. Baseline Methods

The baseline performance is based on two face PA de-
tectors reported in [21], ResNet and PixBis. ResNet is is
one of the most popular backbone architectures used in face
PAD algorithm design [54} 19,155, [17]. PixBis [23]] employs
a binary supervisory strategy at pixel-level to simplify the
problem and obviate the need for a computationally inten-
sive synthesis of depth maps.

2.3. Evaluation Criteria

The SynFacePAD competition uses two PAD metrics
to evaluate the submitted solutions following the ISO/IEC
30107-3 [35] standard: Bona fide Presentation Classifica-
tion Error Rate (BPCER) and Attack Presentation Classifi-
cation Error Rate (APCER). BPCER refers to the propor-
tion of bona fide presentations classified as attack samples,
while APCER is the proportion of attack presentations in-
correctly classified as bona fide presentation. The submit-
ted solutions are evaluated at two different fixed APCER
(and BPCER) values, 10% and 20%, and the corresponding
BPCER (and APCER) is reported. To cover diverse oper-
ational points and enable a detailed results discussion, we
provide a visual evaluation by plotting Receiver Operating
Characteristic (ROC) curves, where the x-axis of the ROC is
APCER and the y-axis is 1-BPCER. Furthermore, following
existing cross-domain face PAD methods [21}, 142} 49} 50],
the Half Total Error Rate (HTER), which is the mean of
BPCER and APCER [35] and Area under the ROC Curve
(AUC) value is also reported. The HTER threshold is com-
puted based on the Equal Error Rate (EER) threshold from
the targeted evaluating benchmark directly.

The ranking of the submitted solutions on each bench-
mark is determined by the APCER at a fixed BPCER of
20%, allowing us to analyze the detectability of different

https://github.com/meilfang/SynthASpoof /tree/
main/data_preprocess
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Figure 1. Samples of the synthetic training data from SynthASpoof [21]], as well as four authentic evaluation face PAD benchmarks.

Team Team members Affiliations Type [ Solution
IDR&DInc  ‘ohasan Alkhaddour, Maksim Kasanicev. 11 p o1y e New York, US Industry | ViT-SIDE B
Vasiliy Pryadchenko
Ziyuan Yang, Huijie Huangfu, Yingyu Chen, = School of Cyber Science and Engineering, . | SynFace Co-Former B
SCU-DIG Yi Zhang Sichuan University, Chengdu, China Academic SynFace Co-Former A
S . . . School of Computer Science and Technology, . | CoDe-Lc
HIT Yuchen Pan, Junjun Jiang, Xianming Liu Harbin Institute of Technology, Harbin, China Academic CoDe-Lh
Xianyun Sun, Caiyong Wang, Xingyu Liu, School of Electrical and Information Engineering, .
BUCEA Zhaohua Chang, Guangzhe Zhao Beijing University of Civil Engineering and Architecture, China Academic | OrthPADNet
. Biometrics and Security Research Group, .
hda Juan Tapia, Lazaro J. Gonzalez-Soler Hochschule Darmstadt, Darmstadt, Germany Academic | hdaFVPAD
idve Juan Tapia, Carlos Aravena, Daniel Schulz I+D Vision Center, Santiago, Chile Industry idveVT
- Saliency-ResNet-CAS
Anonymous-1 . Industry Saliency-ResNet-ES
Anonymous-2 - - Acadmic

Table 2. A summary of the valid participating teams, team members, affiliations, type of institution, and solutions. More details on the

submitted algorithms is provided in Section[3}

solutions on the attack samples. Once the solutions are
ranked, the final ranking of the team is based on their best-
performing solution if a team submits two solutions.

2.4. Competition Participants

The goal of the SynFacePAD competition is to attract
participants from both academia and industry, with a wide
geographic and activity variation. The call for participation
was shared on the website of the International Joint Con-
ference on Biometrics (IJCB) 2023, the competition’s own
website, and various social media platforms. As a result,
14 registered teams, both from academia and industry reg-
istered for the competition. Among them, eight teams sub-
mitted a total of 11 valid solutions, with each team allowed
to submit up to two solutions. These eight teams have af-
filiations in five different countries, consisting of five teams
with academic affiliations and three teams with industry af-
filiations. Two teams opted to be anonymous. Table 2] pro-
vides a summary of the participating teams.

2.5. Submission and Evaluation Process

Each team participating in the SynFacePAD competition
registered with a team name and a list of team members with
their affiliations for the competition and was then provided
access to the synthetic data. The training data was restricted
to the use of the synthetic data provided by the organizers
which consisted of the SynthASpoof dataset [21]]. Only this

dataset was allowed to be used during the training of the
PADs. Teams were allowed to use pre-trained weights on
non-face data. The organizers provided pre-processing code
for the training data, but it was not mandatory for teams to
employ it. Each team was then requested to submit either
a Win32 or Linux executable or, if wanted, their Python
script. To ensure the integrity of the competition, the top
three ranked solutions were examined by the organizers, i.e.
these models were re-trained to validate that only the pro-
vided synthetic data was used for training and no pre-trained
weights for faces were used. All solutions were evaluated
on a restricted system without an internet connection to pre-
vent any potential data leaks.

3. Submitted Solutions

In total, 14 teams have registered for the competition.
Each team was allowed to submit up to two submissions.
Eventually, 11 valid submissions from eight different teams
were received. Solution names, team members, affiliations,
and type of institution (academic or industry) are summa-
rized in Table 2] Two teams opted to keep their names and
affiliations anonymized. A condensed summary of the de-
tails of the approaches (e.g., base architecture, data aug-
mentation, selection of checkpoints) is listed in Table [3]
Anonymous-2 did not provide a detailed description of their
approach. In the following, a brief description of the valid



Solution Base architecture Augmentation Init. Weight  Loss function Hardware Selec. of model FLOPs (G) Param. (M)
Minmun loss
ViT-SIDE B ViT-Tiny €I JPEG compression. — y,oner R NVIDIA T4, 16GB With @ maximum 1.08 5.524
rotation, blur, random crop epoch of 100 and
a patience of 20
SynFace Co-Former B Cl, HE SR, GA,
ynrac ¢ Swin-transformer RGB-S scratch CE RTX 3090,24GB At 6 epochs 28.09 168.74
SynFace Co-Former A Eroposgd reflection .
simulation augmentation
BCE, MSE,
CoDe-Le AlexNet CJ, HF, SR, GA, RGB-S scratch Cosine similarity loss RTX 3080 Ti, 12GB At 200 epochs 142 115.06
CoDe-Lh + Gaussian blur BCE, MSE, 1.42 114.53
hypersphere loss
CE with
! CIJ, HF, SR, GA, e orthogonal projection loss, N
OrthPADNet ResNet-18 RGB-S, JPEG compression scratch BCE, RTX 3090, 24GB At 30 epochs 43.81 554
Cosine similarity loss
hdaFVPAD Fisher Vector + SVM - - - - - 0.0015
idveVT Swin-Transformer ImageNet BCE RTX 2080 Ti, 11GB  Grid Search 4.36 28.29
Saliency-ResNet-CAS ~ ResNet-50 CJ, random erasing,
Saliency-ResNet-ES ResNet-50 channel normalization FocalL.oss RTX 3060, 6GB Best AUC at val set 36.92

Table 3. Basic details of the submitted algorithms. SynFace Co-Former B and A refer to Baseline and the proposed reflection simulation
Augmentation technique. Saliency-ResNet-CAS indicates use Cosine Annealing Scheduler (CAS) and Saliency-ResNet-ES refers to use
Exponential Scheduler (ES). CJ, HF, SR, GA, RGB-S in Augmentation column refer to Color Jittering, Horizontal Flipping, Scale and

Rotation, Gamma Adjustment, and RGB-Shift, respectively.

submitted solutions is provided:

ViT-SIDE B: The proposed approach involved fine-
tuning a pre-trained ViT model architecture [16]], specifi-
cally vit-tiny-patch16-224 from the timm library [53], on
the provided synthetic data. To optimize the model’s per-
formance, a binary cross-entropy (BCE) loss function was
utilized. The Adam [39] optimizer with an initial learn-
ing rate of le-5 was employed along with step learning rate
scheduler, which reduces the learning rate by a factor of 0.7
every 16 epochs until reaching a minimum value of le-7.
The model was trained for a minimum of 10 epochs, with
the checkpoint exhibiting the minimum loss selected as the
final model. During training, a weighted sampling strategy
was employed to maintain a balanced bona fide (genuine) to
attack ratio of 1:1. A batch size of 32 was used, comprising
16 distinct bona fide samples randomly selected. For each
bona fide sample, an attack sample with the same identity
was paired. The attacks were uniformly sampled from the
available sub-attacks. To enhance the model’s robustness,
various data augmentations from Albumentation [8]] were
applied, including JPEG compression, rotation, color jitter,
and blurring. These augmentations introduced variations
in the training data, enabling the model to handle different
types of spoofing attempts.

SynFace Co-Former Base (B) and Aug (A): The
proposed Co-Former consists of three Transformer-based
branches to extract different-level semantic features, includ-
ing shallow, normal, and deep semantic features, by using
tiny, small, and normal-scale swin-transformer [44]]. Then,
the extracted features are concatenated and processed by
two linear layers to cooperatively predict the final results.
In addition to Co-Former B using several conventional data
augmentation techniques, Co-Former A is a proposed re-
flection simulation method to augment the data for imitat-
ing the reflective effect caused by the material in practice.
Concretely, Co-Former A randomly selects the coordinate

index as the reflection center, and then utilizes a 2-D Gaus-
sian distribution to simulate diffusion reflections. In gen-
eral, two solutions were given, which were training with the
proposed reflection augmentation method (i.e. Co-Former
A), and the conventional augmentation methods (horizontal
flipping, scaling and rotating, random gamma adjustment,
RGB shifting and color jittering) (i.e. Co-Former B), re-
spectively. Two solutions were both trained from scratch,
and supervised by the cross-entropy loss function. The
Stochastic Gradient Descent (SGD) optimizer with a mo-
mentum of 0.9 and weight decay of 5e-4, and an exponential
learning scheduler with a gamma of 0.998 was applied dur-
ing training. The initial learning rate for training the ResNet
models was set to 0.001. The training epoch is 6 to avoiding
overfitting and the batch size is set to 14, respectively. Co-
Former A serves as a data augmentation method which can
be easily incorporated in any other models. The implemen-
tation codes and pre-trained models are publicly releasedE]
for research reproducibility. Despite two drawbacks asso-
ciated with Co-Former: a large number of parameters and
high computational cost, the performance does not signifi-
cantly degrade when using only one branch as two branches
provided more subtle patterns for PAD decision.

CoDe-Lc and CoDe-Lh: CoDe-Lc¢ and CoDe-Lh (as
shown in Figure [2) are two ensemble models consisting of
dual branches using AlexNet [41] as backbone architecture.
Both models were trained from scratch, utilizing a weighted
sampling which was performed to ensure a bona fide-attack
ratio of 1:1. For CoDe-Lc, the cosine similarity function
was employed as the loss function to measure the discrep-
ancy between the feature layers from each branch. Addi-
tionally, the Mean Squared Error (MSE) loss was used as an
auxiliary metric to evaluate the similarity of features. The
BCE loss was computed for the final prediction as well as

2SynFace Co-Former: https://github.com/Zi-YuanYang/
IJCB-SynFacePAD-DIG
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(a) CoDe-Lc
Figure 2. The pipeline of (a) CoDe-Lc and (b) CoDe-Lh (rank-3)

each branch’s prediction. The total loss was calculated as
the cumulative sum of all the aforementioned losses. For
CoDe-Lh, the cosine similarity was replaced with the hyper-
sphere loss [43]. The input images were resized to dimen-
sions of 224 x 224, and data augmentation techniques were
applied, including random horizontal flipping, scaling and
rotating, gamma adjustment, RGB shifting, and color jitter-
ing. Moreover, for CoDe-Lh, additional augmentation was
introduced by applying random Gaussian blur. The Adam
optimizer with a learning rate of le-4 and weight decay of
5e-4 was utilized, along with an exponential learning sched-
uler with a gamma value of 0.998. The batch size during
training was set to 128, and the number of training epoch
was defined as 200.

OrthPADNet: The proposed method, OrthPADNet (as
shown in Figure[3)), is a fusion of two networks: the PDA net
and the ID net. A two-stream backbone is applied to both
networks. The two-stream backbone applies two ResNet18
[29] to extract features from both the original input and its
CLAHE-augmented [45]] version to fuse a final image fea-
ture. The PAD net has a structure similar to [31], which
extracts two perpendicular features from the raw image fea-
ture extracted by the backbone, but only one of them is used
for the PAD task. The ID net extracts two perpendicular
features from the raw features, which are used for PAD and
ID classification tasks respectively, and also only the PAD-
related part is used for the final decision. Cross entropy loss
with orthogonal projection loss [48] is used for classifica-
tion, and cosine similarity loss is used for guaranteeing the
orthogonality of the features. Apart from the face detection
and cropping process provided by the organizers, they ap-
plied JPEG compression, rotation, flipping, RGB shift, and
eye dropout [14] for data augmentation.

hdafvPAD: The Fisher Vectors (FV) approach for face
PAD [26] derives a kernel from the parameters of a genera-
tive model such as Gaussian Mixture Models (GMM) on K -
components. In essence, this representation characterises
how the distribution of a set of local descriptors, extracted
from unknown PAI species, differs from the distribution of

(b) CoDe-Lh

known attacks and bona fides, which is previously learned
by the generative model. Thus, the most significant prop-
erties of the sub-population are summarised. Since image
convolution with a suitable filter can effectively quantify
frequency variations, local dense-Binarized Statistical Im-
age Features (BSIF) features are used in the approach for
image description [25]. Given the high correlation among
the three RGB color components, these local descriptors are
first decorrelated by Principal Component Analysis, thus re-
ducing their size to d = 64 components while retaining 95%
of the system variance. Then, the FV representation cap-
tures the average first- and second-order statistic differences
between the local features and each semantic sub-group pre-
viously learned by the GMM. The final FV components
are assumed to be independent of each other, allowing the
correct use of statistical techniques (e.g., Support Vector
Machines) which rely upon assumptions of independence.
Opverall, the final transformed features are more robust to
new samples, which may stem from unknown scenarios and
thus differ from the samples used for training.

idveVT: The submitted idvcVT is based on the Swin-
Transformer architecture [44] with a multi-class linear clas-
sifier as the final stage. Swin-Transformer builds hierarchi-
cal feature maps by merging image patches in deeper layers
and has linear computation complexity to input image size
due to computation of self-attention only within each local
window. Two attack classes were taken into consideration
in our case: bona fide and attacks. Input images were trans-
formed according to ImageNet’s transformations of RGB
images and resized to 256 x 256 x 3 pixels. The model
was fine-tuned from ImageNet 1K weights for 50 epochs
and results were computed using epoch 10 (best validation
performance). Softmax was used on the linear classifier’s
output to get the score of the bona fide class.

Anonymous-1: A ResNet-50 [30] architecture enhanced
with MixStyle for domain generalization [S7] and Descrip-
tive Convolutions [33] with four additional fully connected
linear layers for classification. A saliency channel [37] was
added to the RGB inputs to enhance the detection of cer-
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Figure 3. The pipeline of OrthPADNet (rank-4) consisting of (1) PAD Net learning PAD task-related features for classification by learning
perpendicular feature pairs, and (2) ID Net learning PAD-related but ID-unrelated information. Both PAD Net and ID Net contain a
dual-stream backbone to extract features from both the RGB and its CLAHE-augmented version as CLAHE augmentation magnifies the

high-frequency details in the images.

tain spoof attacks. The model was supervised using Binary
Focal Loss with class weights adjusted to tackle class im-
balance. The ADAM optimizer with a betas of [0.9,0.999]
and a weight decay of 5e-4 was used following a cosine an-
nealing scheduler with a period of 20 epochs. The model
was trained for 50 epochs with a batch size of 64. Train-
ing data is augmented with color jitter, random erasing, and
channel normalization.

4. Results and Analysis

APCER APCER

—— OrthPADNet
idvevT
—— hdaFVPAD
esh

056 08 10 00 02 04 06 08 10
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OULU-NPU

Idiap Repfgc}ikttack
Figure 4. ROC curves of 11 submitted solutions and two baseline
methods tested on four authentic face PAD benchmarks.

This section presents the evaluation results of the sub-
mitted solutions and the baselines on four authentic face
PAD datasets in terms of the metrics introduced in Section
2} Note that APCER at BPCER of 20% is used for ranking
solutions and the final ranking is based on the average rank-
ing on all benchmarks. As shown in Table[§] Team ID R&D

Inc with solution ViT-SIDE B achieved the top-1 rank.
4.1. Analysis

MSU-MFSD: Table [] presents the results of all submit-
ted solutions and the two baseline methods on MSU-MFSD
benchmarks. We observe that (1) three solutions outper-
formed baseline ResNet and six solutions outperformed
PixBis in terms of APCER@BPCER=20%. (2) SynFace
Co-Former B and A achieved the lowest two error rates. (3)
Multiple branches help in capturing fine-grained and subtle
PAD patterns, as evidenced by the top-3 ranked solutions.

CASIA-FASD: Table [3 presents the results of all sub-
mitted solutions and two baseline methods on CASIA-
FASD benchmarks. We observe that (1) five solutions out-
performed baseline methods. (2) ViT-SIDE B achieved
the best performance, followed by CoDe-Lc and OrthPAD-
Net. (3) all solutions achieved APCER higher than 48%
at BPCER of 20%, indicating that CASIA-FASD is more
challenging than the other three benchmarks. This might be
attributed to that CASIA-FASD includes a photo attack with
eye region cut out, which is not seen in the training data.

Idiap ReplayAttack: Table [6|presents the results of all
submitted solutions and two baseline methods on the Idiap
ReplayAttack benchmark. We observe that (1) Most sub-
mitted solutions achieved their best performance on this
benchmark, maybe due to a diverse range of replay at-
tacks (more than print attacks) in the training data of Syn-
thASpoof [21]. (2) The best performance in terms of
APCER @BPCER=20% is achieved by the ViT-SIDE B so-
lution, where the achieved APCER is 4.40%.

OULU-NPU: Table[7] presents the results of all submit-
ted solutions and two baseline methods on OULU-NPU
benchmark. We observe that (1) ViT-SIDE B achieved
superior performance compared to all solutions, with an



MSU-MFDS [52]

Solutions BPCER(%)] @ APCER(%)| @

HTER(%)| | AUC(%)T APCER 10% | APCER 20% | BPCER 10% | BPCER 20% | Rank
ResNet [21] 25.48 79.54 57.14 32.86 62.38 33.33
PixBis [21] 38.33 63.87 84.29 61.43 80.00 68.57
SynFace Co-Former B 16.67 91.61 32.86 10.00 19.52 12.86 1
SynFace Co-Former A 18.57 90.76 34.29 12.86 20.48 17.62 2
OrthPADNet 20.95 87.59 35.71 24.29 33.81 23.81 3
CoDe-Lc 37.14 71.45 58.57 48.57 68.57 57.14 4
CoDe-Lh 39.05 70.58 61.43 51.43 74.76 60.00 5
idveVT 45.71 64.58 84.29 51.43 84.76 61.43 6
ViT-SIDE B 36.67 69.78 5143 47.14 89.52 72.38 7
Saliency-ResNet-CAS 47.62 50.14 94.29 81.42 90.48 82.86 8
Anonymous-2 72.86 19.98 100.00 100.00 68.57 90.00 9
hdaFVPAD 65.71 31.95 98.57 97.14 96.2 92.38 10
Saliency-ResNet-ES 58.09 33.49 100 98.71 97.62 92.38 10

Table 4. The comparative evaluation results of the submitted solutions on MSU-MFSD [52] benchmark. The ranking is based on
APCER@BPCER=20%. The top-3 ranked solutions, using multiple branches to capture more sublet PAD patterns, demonstrated an

enhanced generalizability.

CASIA-FASD[56]

Solutions BPCER (%) @ APCER (%)| @

HTER() | AUC(RIT APCER 10% (Ai’lCER 20% | BPCER 10% (BlzéER 20% | Rank
ResNet [21] 39.22 62.00 84.67 66.67 79.78 68.44
PixBis [21] 38.44 64.79 79.33 62.67 78.00 59.33
ViT-SIDE B 33.33 75.21 57.33 45.33 65.56 49.11 1
CoDe-Lc 37.11 69.08 78.67 66.67 68.44 50.44 2
OrthPADNet 39.78 67.32 74.67 62.00 66.67 56.00 3
CoDe-Lh 39.33 63.70 76.67 64.00 79.11 63.33 4
SynFace Co-Former A 41.11 64.49 72.00 64.00 78.89 64.67 5
SynFace Co-Former B 40.00 63.05 74.67 61.33 81.56 71.78 6
Saliency-ResNet-CAS 51.55 45.31 99.33 90.67 86.89 79.78 7
Saliency-ResNet-ES 51.11 51.09 80.00 74.00 87.78 83.11 8
idveVT 56.44 41.82 98.67 89.33 91.56 85.33 9
Anonymous-2 60.22 40.04 90.67 84.00 94.22 89.33 10
hdaFVPAD 71.33 21.95 100.00 97.56 99.33 97.33 11

Table 5. The comparative evaluation results of the submitted solutions on CASIA-FASD [56] benchmark. The submitted solutions gener-
alized not well on CAISA-FASD, in comparison to on the other three benchmarks. The possible reason is that CASIA-FASD contains a
printed photo attack sample with eye region cut out, which is not present in the synthetic training data.

APCER of 9.14% at 20% BPCER and the rank 2 solu-
tion SynFace Co-Former A achieved an APCER of 22.88%
at 20% BPCER. (2) The top 3 ranked solutions employed
transformer as the base network, suggesting the relatively
higher generalizability of self-attention based transformer.

Figure 4] presents the achieved performance in terms of
ROC curves on each benchmark by 11 submitted solutions
and two baseline methods. A consistent observation can
be made: 1) Most of the submitted solutions achieved bet-
ter performance on MSU-MFSD, Idiap ReplayAttack, and
OULU-NPU benchmarks, in comparison to CASIA-FASD.
2) Most of the presented solutions are very competitive and
achieve better performance compared to the two baseline
models. The results of Anonymous-2 solutions indicate a
strong over-fitting of the model. However, it is hard to
make a specific analysis without information on the sub-
mitted model. Notely, all models were limited to training
on the synthetic data without any access to authentic faces
and the best checkpoint is mostly determined by the fixed
epochs or the training loss (details in Table [3] and descrip-
tions in Section [3). This further proved the feasibility of

using synthetic data for developing face PADs. In addition,
the possible domain gaps between authentic and synthetic
data can be targeted in the future by including more attack
types and formulate such problem in cross-domain.

4.2. Comparison and Final Ranking

Table [8| presents the final ranking based on the average
rank achieved on the four authentic face PAD benchmarks.
From the ranking outcome, we made the following gen-
eral observations: (1) Solutions using transformer-based ar-
chitecture as the base network generally exhibited higher
PA detectability compared to CNNs. For example, ViT-
SIDE B based on ViT-Tiny and SynFace Co-Former based
on Swin-Transformer ranked first and second, respectively.
(2) The incorporation of diverse data augmentation tech-
niques helped in enhancing the generalizability of PADs.
This can be observed when comparing SynFace Co-Former
and idvc VT, both of which employ Swin-Transformer as the
base architecture. (3) Using multiple branches or models
contributed to an accurate and generalized PAD decision.
(4) Deep-learning based solutions obtained outperformed
hand-crafted feature-based methods in most cases.



Idaip ReplayAttack[10]

Solutions

BPCER (%)| @

APCER (%)| @

HTER(%)| | AUC(%)T APCER 10% | APCER 20% | BPCER 10% | BPCER 20% | Rank

ResNet [21] 8.90 96.96 7.00 2.50 8.50 5.10

PixBis [21] 7.50 96.88 7.50 5.50 6.50 3.00

ViT-SIDE B 9.80 96.67 10.50 3.50 10.50 4.40 1
CoDe-Lc 12.10 95.31 14.50 7.00 15.70 6.60 2
CoDe-Lh 13.90 93.84 18.50 9.00 16.90 9.40 3
SynFace Co-Former A 16.30 92.31 23.00 14.50 24.20 13.20 4
SynFace Co-Former B 18.80 88.20 27.50 19.00 41.90 18.70 5
idveVT 23.10 85.08 42.00 25.50 40.40 25.40 6
OrthPADNet 23.70 79.55 35.50 25.50 78.00 57.30 7
Saliency-ResNet-CAS 40.80 64.48 85.00 73.00 67.10 57.90 8
hdaFVPAD 47.80 52.10 94.00 83.00 89.70 74.70 9
Saliency-ResNet-ES 50.70 51.25 75.50 72.00 94.10 86.20 10
Anonymous-2 64.00 34.05 87.50 81.00 96.50 94.50 11

Table 6. The comparative evaluation results of the submitted solutions on Idiap ReplayAttack [10] benchmark. Mos
obtained the best performance on this benchmarks which may be benefit from a diverse replay attack in training set.

t submitted solutions

OULU-NPU[1]

Solutions BPCER (%)| @ APCER (%)] @

HTER(%) | AUC(IT APCER 10% (A)l;LCER 20% | BPCER 10% (B;éER 20% | Rank
ResNet [21] 31.48 71.48 79.80 59.70 57.07 45.56
PixBis [21] 35.77 67.71 86.57 64.75 65.56 49.60
ViT-SIDE B 13.26 94.04 18.79 8.69 17.68 9.14 1
SynFace Co-Former A 21.67 86.44 43.63 23.74 33.08 22.88 2
SynFace Co-Former B 25.35 82.02 61.11 34.24 40.23 29.34 3
OrthPADNet 34.92 71.69 73.13 54.55 60.76 49.14 4
hdaFVPAD 37.89 66.49 81.82 62.53 70.10 54.89 5
CoDe-Lh 38.11 68.33 75.66 58.59 69.09 55.73 6
CoDe-Lc 37.58 66.30 81.21 66.46 68.46 56.94 7
Saliency-ResNet-ES 46.03 54.7 89.29 81.11 83.61 70.71 8
Saliency-ResNet-CAS 47.55 54.4 89.89 77.68 83.31 71.67 9
idveVT 51.09 49.68 93.03 83.13 86.21 76.59 10
Anonymous-2 66.39 27.86 99.09 95.35 98.06 95.61 11

Table 7. The comparative evaluation results of the submitted solutions on OULU-NPU [1]] benchmark. The top-3 ranked solutions obtained
a superior performance. In addition to their innovative designs, this may be related to two shared factors 1) the base networks of these
solutions are self-attention based transformers, 2) extensive augmentation techniques.

Teams Solutions Ranks -
M| C I | O | Avg | Final rank
ID R&D Inc ViT-SIDE B 7 1 1 1| 250 1
SynFace Co-Former A | 2 | 5 | 4 | 2 | 3.25
SCU-DIG SynFace Co-FormerB | 1 | 6 | 5 | 3 | 3.75 2
CoDe-Lc 4 1212|7375
HIT CoDe-Lh 5143|6450 3
BUCEA OrthPADNet 33| 7| 4] 425 4
idve idveVT 696 |10]| 775 5
Anonymous-1 Sal?ency-ResNel-CAS 8 | 7 8|9 | 800 6
Saliency-ResNet-ES 10 8 | 10| 8 | 9.00
hda hdaFVPAD 10119 ] 5| 875 7
Anonymous-2 | Anonymous-2 9 | 10| 11 | 11 | 10.25 8

Table 8. The final ranking of the participating teams based on the
average ranking of their best performance of the submitted solu-
tions on four benchmarks. The bold number is the best perfor-
mance of each team.

In the final ranking, Team ID R&D Inc with solution
ViT-SIDE B won the competition with an average rank of
2.50, the second place was achieved by the SCU-DIG team
with SynFace Co-Former A model (average rank 3.25), and
the third place is obtained by Team HIT with CoDe-Lc
model (average rank 3.75), as detailed in Table 8]

5. Conclusion

In this paper, we summarized the results and observa-
tions of the SynFacePAD 2023: Competition on Face Pre-

sentation Attack Detection Based on Privacy-aware Syn-
thetic Training Data. In total, 14 teams registered for par-
ticipation, and eight of them submitted 11 valid submis-
sions to address the challenges of face PAD while consid-
ering privacy and legal concerns associated with authentic
development data. The evaluation of the submitted solu-
tions was conducted on four publicly available authentic
face PAD benchmarks. The competition showcased var-
ious innovative approaches, resulting in improved perfor-
mance compared to the considered two baseline methods.
The enhanced PAD performance demonstrated the feasibil-
ity of using synthetic data and highlighted the potential of
synthetic data in the development of face PAD systems.
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